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User’'s Manual Overview

Congratulations on your decision to use Infortrend’s RAIDWatch
management software program. This management program allows you to
control and monitor disk array subsystems from a local host, a remote
station connected through a local area network (LAN), or the Internet.

This manual discusses how to install and use RAIDWatch to manage disk
array systems incorporating Infortrend’s Fibre-to-Fibre, Fibre-to-SATA,
SCSI-to-SATA, iSCSI-to-SATA, and SCSI-to-SCSI subsystems, or the
EonRAID 2510FS series controllers. Please note that RAIDWatch does not
support drive enclosure displays manufactured by other vendors.

In addition to RAIDWatch, you can also use the on-board COM port or
LCD panel to manage the EonStor subsystems or systems that incorporate
the EonRAID disk array controllers. For more information about these
programs, see the documentation that came with your hardware.
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User’s Manual Structure and Chapter Overviews

The RAIDWatch User’s Manual is divided into three (3) separate parts and
Appendices.

Part 1. Getting Started With RAIDWatch
Chapter 1: Introduction

Provides information about RAIDWatch, including a product description,
features summary and highlights, and a section on basic concepts.

Chapter 2: Installation

Discusses how to install RAIDWatch in your systems. Discussions include
system requirements, setting up hardware, software installation, and how to
update your software by downloading updates from Infortrend’s FTP site.

Chapter 3: Configuration Client Options

Describes how to configure the RAIDWatch sub-module configuration
client and event notification for faxes, e-mail, broadcast, and so on. Other
functionalities of the utility are also described in full. Information about the
supported notification levels are also provided to aid in explaining these
functions.

Chapter 4: RAIDWatch Icons
Describes the icons used in RAIDWatch GUI.
Chapter 5: Basic Operations

Discusses basic operations at system startup. These include starting
RAIDWatch, connecting and disconnecting from a disk array system, setting
up system security, displaying controls, working with various disk array
windows, and exiting the program.

Part 2: Using RAIDWatch for System Management
Chapter 6: RAIDWatch Considerations

Provides some background information on RAID and defines some terms
that will be used throughout the rest of the manual. Discusses the use of
spares and how to replace a drive if no spares were available. Finally,
provides a short discussion on RAIDWatch preliminaries.

Chapter 7: Configuration Parameters

Discusses how to access the controller/subsystem configuration options and
the different RAID configuration options that are available. A detailed
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description of how to set these options is given as well as brief explanations
of the different parameters.

Chapter 8: Channel Configuration

Discusses how to access the channel configuration options and describes in
detail the user-configurable channel options that can be set. Instructions on
setting the configuration of a channel and how to configure host channel IDs
are also discussed.

Chapter 9: Drive Management

This chapter describes the creation, expansion and deletion of both logical
drives (LD) and logical volumes (LV). Different LD and LV options are
explained and steps to setting the different options are described in detail. A
discussion on partitioning LDs and LVs is also found in this chapter.

Chapter 10: LUN Mapping

Discusses how to map complete or separate partitions of LDs and LVs to
different LUNSs. Detailed description of the mapping procedure is given. A
discussion on how to delete LUN mappings and a description of the LUN
Mapping Table are provided. All the associated options are also described.

Part 3: System Monitoring

Chapter 11: System Monitoring & Management

Discusses how to obtain the current status of SAF-TE, 12C, and S.E.S.
monitoring devices and get updates on the status of storage system
components. Descriptions on how to access these different monitoring
devices are given and the type of information that is offered by these devices
is shown.

Chapter 12: Enclosure Display

The Enclosure View customization is discussed fully in this chapter.
Detailed instructions on how to access and use the Enclosure View are
given. Examples of status messages are shown and explanations of the status
messages are provided.

Chapter 13: NPC Utility

An independent NPC configuration utility is added for use with RAIDWatch
installation without the Configuration Client functionality. Although not as
powerful as the Configuration Client, NPC provides basic event
notifications over email, LAN broadcast, and SNMP traps.

Xi
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Appendices

Appendix A: Command Summary

Summarizes the available commands and command buttons in RAIDWatch
and the Configuration Client utility.

Appendix B: Glossary

Provides information on definitions of key technology terms used in this
manual.

Appendix C: RAID Levels
Provides information about the various RAID levels.
Appendix D: Additional References

Provides information about Java Runtime environment, software download,
and uninstallation.
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Usage Conventions

Throughout this document, the following terminology usage rules apply:
e “Controller” always refers to Infotrend RAID array controllers.

e  “Subsystem” refers to Infortrend EonStor 8-, 12-, or 16-bay RAID
array subsystems.

e “RAIDWatch” refers to the entire program and all of its modules.

o “RAIDWatch Manager” refers only to the management interface,
not to any other parts of the software.

e “Root Agent” is an independant agent of the software, which
permits one management station to monitor and report the
operating status of multiple RAID systems. The Root Agent gets
information from and sends commands to one or multiple RAID
arrays.

o “RAID Agent” is the part of the software, which allows the RAID
controller/subsystem to talk to the RAIDWatch Manager or Root
Agent. A RAID Agent communicates with the RAID array via
SCSI bus, iSCSI or Fibre channels (using the In-band protocols), or
via an Ethernet port. RAID Agents are the intermediaries between
RAID systems and the RAIDWatch program.

e “Configuration Client” refers to the software utility that allows an
administrator to be notified of system events at any of the RAID
systems being managed. The Configuration Client also enables
centralized management of multiple arrays using a single
workstation.

Important information that users should be aware of is indicated with
the following icons:

These messages inform the reader of essential but non-critical
information. These messages should be read carefully as any directions
or instructions contained therein can help you avoid making mistakes.

& CAUTION!

Cautionary messages should also be heeded to help you reduce the
chance of losing data or damaging the system.
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@ IMPORTANT!

The Important messages emphasis on using RAIDWatch management
software.

A WARNING!

Warnings appear where overlooked details may cause damage to the
equipment or result in personal injury. Warnings should be taken
seriously.

Software and Firmware Updates

Please contact your system vendor or visit Infortrend’s FTP site
(ftp.infortrend.com.tw) for the latest software or firmware updates.

Problems that occur during the updating process may cause unrecoverable
errors and system down time. Always consult technical personnel before
proceeding with any firmware upgrade.

Z

NOTE:
Firmware version installed on your system should provide the complete
functionality listed in the specification sheet/user’s manual. We provide
special revisions for various application purposes. Therefore, DO NOT
upgrade your firmware unless you fully understand what a firmware
revision will do.
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Revision History
November 15, 2004

Revised for RAIDWatch revision 2.1.b. This is an initial RAIDWatch
version to support iSCSI subsystems. The cover of the manual and the
header/footer through out the manual were modified to match the hardware
manual. Graphics for note, caution, important, and warning messages were
added. In Chapter 3, some figures for notification settings were added to
make the description more clear. The Generate Dummy Event function is
added to the Configuration Client management utility. In the same chapter,
GSM modem information for SMS message event notification function was
also added. A new Task Schedule icon was added in Chapter 4. In Chapter
5, Section 5.9: Multi-array Management was added. SCSI channel and
compatible cables were explained clearer in Chapter 8.

August 10, 2004

Revised for RAIDWatch revision 2.1. Added descriptions for new
configuration options including the NPC utility for the Applet mode
installation. Added Chapter 13: NPC Utility.

April 20, 2004

Completely revised for RAIDWatch 2.0, but still kept the manual structure.
Although software revision 2.0 has a brand new look and feel and a different
configuration access, the available configuration options are basically the
same. One chapter, Event Monitor, was removed because the functionality
was combined with GUI screen interface. The chapter for NPC functionality
was also removed because the event notifications were integrated with the
Configuration Client utility.

October 15, 2003

Chapter 13 and Chapter 14 were merged into a single chapter, Chapter 13:
Panel View. This chapter generally describes the panel view and removes
the redundant descriptions that were previously in both Chapter 13 and
Chapter 14. Part 4 of the previous edition was also removed and Chapter 13
has been included in Part 3 of the Manual.

September 29, 2003

Figure 1-1 in Chapter 1 was changed to show a rackmount enclosure.
Section 3-1 in Chapter 3 was divided into two sections: “Using Windows —
RAIDWatch Installed as In-Band” and “Using Web Browser — RAIDWatch
Installed as Applet.” Section 3.5, “Rebooting the Controller,” was also
added. Modifications to Table 14-1 were also made.
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August 28, 2003

This manual was completely revised from previous editions. Previous
editions came with six chapters and six appendices; the current revision has
fourteen chapters divided into four parts and five appendices. The main
changes to this edition are given below.

Chapter 1 remained largely unchanged with only minor editorial corrections
that do not directly affect the content.

Chapter 2 was separated into two chapters. In the previous revision,
Chapter 2, Installation, described system and platform requirements,
installation, and different configuration options. This chapter was separated
into Chapter 2 Installation, which describes the new RAIDWatch installer,
and Chapter 3 Configuration Options in the new revision.

Chapter 3 in the old revision on Basic Operations became Chapter 4 in the
new revision. More detailed instructions on how to use RAIDWatch were
added and new screen captures included.

Chapter 4 in the old revision on Array Management has been separated into
six new chapters in the new revision. Five of the new chapters, Chapter 5 —
Chapter 9, make up Part 2 of this revision of the user’s manual and the
sections in Chapter 4 of the previous edition on S.E.S. management and 1IC,
SAF-TE and Fault bus management were moved into Chapter 10 of this
revision. All these chapters have enhanced descriptions on how to manage
an array, and a series of more indicative screen captures were added.

Chapter 5 Notification Processing Center and Chapter 6 Event Monitor in
the older revisions of the user’s manual became Chapter 11 and Chapter 12,
respectively, in the new revision. The content of these chapters remained
largely unaltered with only a few minor editorial adjustments.

Appendix A in the previous revision was moved to Chapter 13 in the
current revision and is followed by a completely new chapter, Chapter 14
on EonStor storage subsystem panel view customizations.

Extracting Appendix A from the appendices reduced the number of
appendices from six to five and the names of each appendix changed to a
higher letter, e.g., Appendix B in the last revision is now Appendix A,
Appendix C is now Appendix B, etc. The content of these appendices
remained the same.
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Chapter 1

Introduction

This chapter provides information about the RAIDWatch management
program. The following topics are discussed in this chapter:

¢  RAIDWatch Overview — Section 1.1, page 1-1

= 1.1.1 Product Description

= 1.1.2 Feature Summary
¢  Featured Highlights — Section 1.2, page 1-4
= 1.2.1 Graphical User Interface
= 1.2.2 Enclosure View
= 1.2.3 Powerful Event Notification Function
= 1.2.4 Java-based Remote Management
¢  Conceptual Foundation — Section 1.3, page 1-10
= 1.3.1 Centralized Management (Agent-based) Installation
= 1.3.2 Stand-alone (on Host) Installation

= 1.3.3 Stand-alone (on Subsystem) Installation

RAIDWatch Overview 1-1
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1.1

RAIDWatch Overview

1.1.1 Product Description

Infortrend’s RAID Manager, RAIDWatch, is a Java-based program
specifically designed for use in managing Infortrend’s RAID subsystems.

RAIDWatch provides a user-friendly interface that graphically represents
disk array elements and simplifies the normally complicated process of
array configuration. RAIDWatch also provides real-time reporting on the
status of the entire array, thus making the task of monitoring disk arrays
virtually effortless. The functionality provided in the Event Monitor sub-
module in the previous RAIDWatch versions is now integrated into the main
management screen and the Configuration Client.

RAIDWatch complements the on-board console interface found on
Infortrend’s RAID controllers and a line of host-based, text mode RAID
Managers that provide the same functionality, but with greater ease of use.
The following sections describe the outstanding features of RAIDWatch and
introduce its conceptual framework.

1.1.2 Feature Summary

The list below summarizes RAIDWatch features:

¢ User-friendly graphical interface running under Windows or Linux
(SuSE 8 and 9; RedHat 8 and 9) operating systems compatible with
the Java Run-time Environment

¢ Internet browser access to full program functionality provides
worldwide management capability

¢ Supports Infortrend’s EonStor series RAID subsystems

¢  Communicates with the subsystems over a LAN (out-of-band) and
the Internet, and over the SCSI bus, iSCSI or Fibre channels using
in-band command protocols

¢ Supports multiple instances of RAID managers over the network,
allowing multiple management sessions from a single management
station situated virtually any place in the world

¢  Graphically and constantly illustrates the operating status of
various disk array elements

¢ Provides at-a-glance monitoring of the entire disk array status by
RAIDWatch and constant monitoring of multiple systems by the
Configuration Client

1-2
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¢ Supports remote management over the network by RAID agents
running Windows (NT, 2000, XP, and 2003) or Linux (SuSE 8/9
and RedHat 8/9) via the TCP/IP protocol.

¢  Provides standard disk array functions, including examining and
modifying controller configurations; viewing and monitoring the
configuration and status of physical drives; scanning in new
physical drives; creating, deleting, and monitoring the
configuration and status of logical drives; rebuilding logical drives;
defining spare drives; creating, deleting, and partitioning logical
volumes; and mapping logical drive and volume partitions to
specific host channels ID/LUNs

¢  Enclosure management functions, including displaying multiple
enclosures and drives; monitoring physical drive, power supply,
fan, and temperature statuses; displaying the relative locations of
failed physical drives for reduced risk of replacing the wrong
drives

¢  Supports redundant configuration of important RAIDWatch
modules to avoid single-point-of-failure; RAIDWatch agents come
standard with subsystem firmware

¢ Provides RAID controller real-time event notices regarding various
events, including the time an event occured, event severity, and
event description

¢ Displays the status of tasks currently being processed by the
subsystems in a separate window shown as a percentage indicator

¢  Offers selectable event notification via SNMP traps, LAN
broadcast, email, fax, ICQ, MSN messenger, and SMS short
messaging by severity levels; events displayed by severity level

¢ Supports statistics monitoring for displaying 1/0 throughput with
performance number and cache hits rate in percentage

¢ Provides innovative, user-configurable event notification functions
through the Configuration Client utility running on the computer
chosen as the management center

®  Email notification via the MAPI service of Windows
NT/2000/XP/2003

= Broadcast notification over the LAN

e Broadcasts user-configurable messages along with the
event description

= Facsimile (fax) notification via a local fax/modem:
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1.2

e User-configurable fax messages sent along with the event
description

e Automatic message retransmission in the event previous
transmission attempts failed

o Notifications can be sent via ICQ and MSN messenger

o Notifications can be sent by cellular phones as SMS
messages

¢  Provides password protection to guard against unauthorized

modification of disk array configuration; passwords are set for
Maintenance (user) and Configuration (administrator) login access.

Featured Highlights

1.2.1 Graphical User Interface

RAIDWatch’s graphical interface is designed for ease-of-use. It uses
symbolic icons to represent configuration levels, physical and logical drives,
and logical volumes on the screen, and to identify the current configuration
of a disk array system. Pull-down, right-click, and pop-up menus are used
with all command options.

You need only point-and-click a mouse button to select an icon or
command. The program also displays the current status of various disk
drives or enclosure components by changing the color of their respective
LED icons.

With an easy-to-use interface, complicated disk array operations such as
logical drive and logical volume creation, drive partitioning, and drive
partition mapping to host channels/LUNs can be completed with just a few
mouse clicks.

1-4
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1.2.2 Enclosure View
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Figure 1-1: Enclosure View Window

The enclosure window shown in Figure 1-1 provides real-time reporting of
the status of enclosure components, including components that can be
accessed through the front or the rear side of an enclosure. When a drive
fails, the system highlights the corresponding LED icon of the failed drive
by changing its display color. When you remove a drive, its icon is removed
from the enclosure window. This feature is particularly useful in cases when
a drive fails, and you need to identify its exact location for subsequent
replacement.

The enclosure window also appears in other configuration windows showing
the logical relationship between the member drives of a logical
configuration. Drives belonging to the same logical drive will be displayed
in the same color. This allows you to easily identify members of different
configurations. To see a cascaded enclosure, single click on the “JBOD”
page on top of the enclosure graphic.

1.2.3 Powerful Event Notification Function
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Figure 1-2: Event Notification Function

RAIDWatch can notify system administrators of event occurrences and
status changes in the disk array system. Event Notification is managed by
another management utility, Configuration Client, that is installed onto a
management station and runs independently from the main manager
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program. Notifications can be sent via the Internet as email messages, via a
local network as a broadcast message, SNMP traps, ICQ or MSN
messenger, SMS short message, or via fax/modem as fax messages.

1.2.4 Java-based Remote Management

RAIDWatch supports local or remote management of Infortrend EonStor
subsystems over a LAN/WAN or the Internet using the TCP/IP protocol.
RAIDWatch can be highly flexible to access to a RAID array. For ease of
installation in different storage environments, we designed three installation
schemes in a prompt window for your selection during program installation
using the installation shield programs. (See Figure 1-3)

& Setup Twpe for Infortrend Py nagetment Tool =lol ]
Choose the type of installation you prefer
i+ Centralize Management

Inztall all components including GUI, drivers, agents and other
centeralize management utilities into host computer.

~ Stand-alone {on Host)

Install all cormponents including GUI, drivers, RAID-agent into
hiost cotmplter.

" Stand-alone {on Subsystem)

Install applet GUI components inta the subsystem.

Install Directory

C:A\Program Fileshnfortrend InchRET Browse |

Figure 1-3: Installation Options
1.2.4.1 Mode One: Centralized Management

For centralized or one-to-many configurations using either the Ethernet or
in-band host connection to RAID subsystems. The Root agent and event
notification utility, including the Configuration Client, are included.
Necessary RAID agents are installed onto the management computer.

1.2.4.2 Mode Two: Stand-alone (on Host)

For configurations depending on the existing SCSI, iSCSI, or Fibre host
connection for RAIDWatch-to-RAID communications. Servers in DAS
(Direct Attached Storage) environments, SCSI host models for example,
require RAID agents for RAIDWatch commands to pass through and
communicate with RAID arrays. RAID agents are installed onto the servers
that are directly attached with a RAID subsystem.

1.2.4.3 Mode Three: Stand-alone (on Subsystems)

For remote and server-transparent management using an Ethernet
connection to EonStor subsystems or EonRAID controllers. The manager
program is installed on the RAID subsystem itself. The RAID subsystem
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then uses a segregated disk space, called the “reserved space,” to store the
program files. The array is accessed by invoking a Java Applet on a web
browser that runs anywhere in the network.

Z

NOTE:

RAID agents are embedded in the RAID subsystem firmware. When
subsystems are installed in Mode 2 or Mode 3, the management station
running in Mode 1 can manage the RAIDWatch components. This way,
multiple and/or distant arrays can be managed by a single management
station.

Three installation schemes for different access requirements are discussed
below. Note that these discussions do not include all possibilities.
RAIDWatch supports various configurations and the combinations of
machines running components installed in any of the three different modes:

1. A RAID Server Chosen as the Centralized Management Station:
Applied in heterogeneous environments where multiple arrays are
serving different hosts/applications and scattered in distant locations.
Access management over the network is achieved through data
exchanges between a local or remote RAIDWatch Manager station
(can be a RAID server or not) and RAID agents that are installed on
the RAID servers or RAID subsystems themselves. The management
center and the RAIDWatch station can be two different machines.

A Root agent is installed on a computer chosen to be the
management center. Figure 1-4 shows a typical connection and
Table 1-1 shows the modules installed and the installation mode

required:

Installation Software Modules

Mode One Management Center:
Root Agent + Configuration Client utility

Mode Two RAID Servers (servers A, B, and C) via in-
band

Mode Three Independent Array

Java Runtime Management Station

Table 1-1: Software Modules: Heterogeneous RAIDWatch Connection
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Root Agent
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RAID Agents

«
Configuration Client
Figure 1-4: Typical RAIDWatch Connection — Heterogeneous

Using a Workstation as the Management Center: Applied in SAN
(Storage Area Network) environments. Access management over the
network is directed through exchanges between a remote manager

station and RAIDWatch programs that exist on array hard drives.

Installing the Configuration Client and Root Agent onto a
management station enables Event Notification. Installing these
modules onto two or more management computers also supports
redundancy for agents (see Figure 1-5.)

Installation Software Modules

Mode One Management Center:

Root Agent + Configuration Client utility

Mode Three RAID Arrays

Java Runtime Management Station

Table 1-2: Software Modules: RAIDWatch Connection over Java Applet

1-8
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RAIDWatch in SAN Environment

Remote
Browser

1 configuration Client
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Management Station
Arrays
Anents on RAID

Motiflcations
Figure 1-5: Typical RAIDWatch Connection — Applet Mode

3. Stand-alone/Out-of-Band (on Host) Installation: This installation
provides management access with no centralized management
utility. Event notification is provided through an independent NPC
utility. RAIDWatch accesses RAID subsystems over the network
through the command exchanges between a manager station and
RAIDWatch programs that exist in array hard drives, (See Figure
1-6.) The management session and the NPC configuration screen are
invoked as a Java Applet.

Installation Software Modules
Mode Three RAID Arrays
Java Runtime Management Station

Table 1-3: Software Modules: Management Only

RAIDWatch Installed onto RAID

Local [Remote
Browser

=[]
n@ =S
TER/IP—

Ethernet

Arrays

= RAID Walch Programs
= Firmware:

= Embedded agents
= hittp server

Figure 1-6: Typical RAIDWatch Connection — Applet Mode
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1.2.5 Password Protection

RAIDWatch Manager comes with password protection to prevent
unauthorized users from modifying the configuration of the disk array
system. With the password security feature, you have control over array
settings knowing that the currently managed disk array is safe from
unauthorized modifications because the correct password must be entered
for each access level.

The RAIDWatch management screen has a navigation tree panel that
provides access to functional windows under three major categories:

e Information: An Information login can only access the first level,
Information.

e Maintenance: A Maintenance (user) login can access the second
level, the Maintenance tasks.

e Configuration: The Configuration (administrator) login has
access rights to all three levels, Configuration, Maintenance, and
Information.

The default password for Information categories is 1234.

Passwords for access levels can be set in the Configuration category
under the “Configuration Parameters™ “Password” settings.

1.3 Conceptual Foundation

1.3.1 Centralized Management (Agent-based)
Installation

In order for RAIDWatch to function properly, different software modules
must be correctly installed on different servers and stations in a given LAN
or WAN.

1. RAIDWatch communicates with a RAID subsystem either using the
firmware-embedded RAID agents or agents manually installed onto
a RAID-attached server. Assuming that a given network has multiple
RAID systems, RAIDWatch can communicate with RAID arrays
through the RAID agents installed on the servers or on the RAID
subsystems.

2. A server is chosen as the main management server. When
RAIDWatch is installed onto this server using the first installation
scheme, two important modules are included, Configuration Client

1-10
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and Root Agent. The Configuration Client enables automatic
notifications of system events, and the Root Agent communicates
with multiple RAID subsystems that are not directly attached to this
server.

The main management server will also need Java Run-time
Environment (JRE) installed if a system administrator needs to
configure the arrays from it.

Table 1-4 on page 1-11 provides a guide to what modules need to be
installed on which servers. Note that items in the bottom five rows of
the table are not included with RAIDWatch and must be installed or
modified by system users.

For more information about specific platform requirements, see
Section 3 Platform Requirements in Chapter 2.

Mode 1 All Modes Mode 2 Mode 3
Centralized Stand-alone Stand-alone
Management on Host on
Subsystem
Installed Centralized Remote Server w/ RAID
Elements Management Browser RAID Subsystem
Server Station Etit;eccr::a); (Applet
Mode)
(in-band)
Root Agent Yes
RAID Agents Yes Yes
Yes, ifitis
RAIDWatch Yes used to run Yes
Manager RAIDWatch
Co_nfiguration Yes
Client
Yes, ifitis
JRE used to run Yes Yes
RAIDWatch
Web Browser Yes Yes Yes
Web Server Yes Embedded

Table 1-4: RAIDWatch Module Requirements

Stand-alone (on Host) Installation

Main features of the RAID-based installation method are listed
below:

e RAIDWatch main programs and the RAID agents used to
communicate with a RAID subsystem over in-band
connection are installed.

Conceptual Foundation
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e RAIDWatch runs on the RAID-attached server as a Java
program.

1.3.3 Stand-alone (on Subsystem) Installation

Main features of the RAID-based installation method are listed
below:

e RAIDWatch revisions 2.0 and above support installation
to array hard drives. A portion of the drive capacity
(256MB of disk space) is segregated and formatted on
each hard drive. This segregated portion is called a
“reserved space.” Once installation begins, RAIDWatch’s
main programs are automatically distributed to the
reserved space.

The RAIDWatch 2.0 or above installation only executed when hard
drive is formatted or at least one logical drive exists. Use LCD panel or
RS-232 terminal program to create a logical drive when you are using
new hard drive before installing RAIDWatch 2.0 or above version.

e There is no need to install the RAIDWatch program to
your management computer.

e If the arrays are managed by dual-redundant controllers, in
the event of single controller failure, the manager interface
can “failover” to a counterpart controller. Operators’
access to the system will not be interrupted.

e The RAID subsystem can be accessed from a remote
station running a web browser. RAIDWatch now runs in
Java Applet mode. Applet is executed when the
connection is established between a remote browser and
the RAID subsystem. Web browsers, which are often
equipped with Java virtual machines, can interpret applets
from web servers.

e The controller firmware has an embedded HTTP server.
Once properly configured, the controller/subsystem’s
Ethernet port behaves like an HTTP server.
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Chapter 2

Installation

This chapter describes RAIDWatch requirements and the installation
procedure. The following sections are covered in this chapter:

¢ System Requirements — Section 2.1, page 2-2

= 2.1.1 Server Running RAIDWatch

= 2.1.2 Local Client Running RAIDWatch Manager

¢  RAID Chart — Section 2.2, page 2-3

¢  Platform Requirements — Section 2.3, page 2-4

= 2.3.1 Platform Limitations

= 2.3.2 Windows Platforms
¢  Software Setup — Section 2.4, page 2-5

= 2.4.1 Before You Start

= 2.4.2 Installing RAIDWatch
¢  Program Updates — Section 2.5, page 2-13

¢ In-band SCSI - Section 2.6, page 2-13

= 2.6.1 Overview

= 2.6.2 Related Configuration on Controller/Subsystem

System Requirements
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2.1 System Requirements

211

2.1.2

The minimum hardware and software requirements for RAIDWatch are
listed below.

Server Running RAIDWatch

¢  Computer must be running Windows NT/Windows 2000/XP/2003 or
Linux SuSE 8/9 and RedHat 8/9.

A server can be chosen as the centralized management center, which uses the
Configuration Client utility and can be installed with the RAIDWatch
manager program using the first installation scheme (Centralized
Management)

¢ At least one available RS-232C port. For a network connection, a
GSM modem or remote event notification over the telephone line is
desired.

¢  Hayes-compatible modem for telephone/mobile phone event
notification, or fax/modem if fax event notification is desired. (NOTE:
fax command class 2.0 and above.)

¢ SNMP traps service for Windows NT if SNMP traps notification is
desired.

¢ Windows Messaging (MAPI) for Windows if fax notification support
is needed.

¢ Windows NetBEUI support for Windows NT if network broadcast
support notification is needed.

Local Client Running RAIDWatch Manager

¢  Computer must be running Windows NT/Windows 2000/XP/2003 or
Linux SuSE 8/9 and RedHat 8/9.

¢ Windows Messaging (MAPI) for Windows NT/2000/XP/2003 if fax
notification support is needed.

¢ Windows NetBEUI support for Windows NT/2000/XP/2003 must be
enabled if network broadcast support notification is needed. Please
refer to your Windows documentation for more information.

2-2
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2.2

RAID Chart

Before installing RAIDWatch and its various agents and modules, it is
helpful to chart your RAID systems. If you operate a single RAID from a
local or remote workstation, you may skip this section. If you have multiple
RAID systems, the information shown in Table 2-1 provides guidelines for
charting existing RAID systems.

RAID RAID System 1 | RAID System 2 | RAID System 3
System
ID/Name Example Example
Location HQ Storage
0s Windows 2000 N/A
IP Address | 205.163.164.111 | XXX.XXX.XXX.XXX
Role Centralized Storage pool
Management

Center
Internet Yes N/A
Capable

Table 2-1: RAID Charting Table

¢ ID/Name — User designated; an ID or name should be a unique
identifying label.

¢ Location — A specific geographic reference (e.g., headquarters,
Building 3, Equipment Room 100.)

¢  OS - The operating system running on the particular system.
. IP Address — If available.

¢  Role - The purpose fulfilled by the particular system, relative to RAID
operations.

¢ Internet Capable — If a server is an Internet server, the answer to this
is “Yes.” If a workstation will manage RAID systems through a
browser, note the particular browser software, its version number, and
its support for Java.

RAID Chart
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2.3 Platform Requirements

231

2.3.2

t)

¢y

RAIDWatch 2.1.b supports Windows operating systems both for servers
(RAID management hosts or web servers) and for client management
stations (RAIDWatch Manager workstations). Support for Java, however,
depends on the Java Runtime installed on each OS. This section explains
what steps need to be taken depending upon which OS will be used.

Platform Limitations

Under Windows NT/2000/XP/2003, the Java installation program,
installshield.jar, ONLY supports:

¢ Netscape 4.5 (or above)
¢ Microsoft Internet Explorer 4.0 (or above)

Windows Platforms

RAIDWatch supports Windows NT/2000/XP/2003 for servers and Windows
NT/2000/XP/2003 for workstations.

Step 1. In order to use Netscape in Windows, append the string:

user_pref (“signed.applets.codebase_principal_support”, true);
to

C:\Winnt\profiles\<username>

(Windows NT or Windows 2000)

-or-

C:\WINDOWS\Profiles\<username>

(for Windows XP/2003)

Step 2. SNMP Service

SNMP service for Windows NT (if the SNMP agent is under a
Windows NT environment) must be enabled.

Locate “Services” under the Windows Control Panel. Enable or
install SNMP services. Refer to your Windows documentation for
more information.

f’ Step 3. MAPI for Windows

Windows Messaging (MAPI) for Windows NT must be enabled if
support for fax or email notification under NT is needed. Refer to
your Windows documentation for more information.

2-4
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(’ Step 4. NetBEUI Support

Windows NetBEUI support for Windows NT/2000/XP/2003 must
be enabled if network broadcast support notification is needed.
Refer to your Windows documentation for more information.

2.4  Software Setup

This section discusses how to install RAIDWatch in your system.
Before proceeding with the setup procedure, read through the
Before You Start section below.

2.4.1 Before You Start

24.2

Before starting the installation, read through the notes listed below:

*

TCP/IP must be installed and running with a valid IP address assigned
to a server. The server can either be used as a centralized management
station, a remote client using a browser to access the array, or directly
attached with a RAID system using the in-band protocols.

Your system display must be running in 256 colors or higher mode
otherwise some configuration items may not be visible.

Be certain that your system meets the minimum hardware and software
requirements listed in Section 2.1 System Requirements.

Check to confirm that the RAID disk arrays and controllers are
installed properly. For the installation procedure, see the
documentation that came with the controller/subsystems.

Follow the directions provided in the Section 2.3 Platform
Requirements, and prepare for installation and operation under
different OS environments.

Installing RAIDWatch

Follow these steps to install RAIDWatch on your server(s) and RAID
subsystems:

f’ Step 1. Insert the Infortrend product CD or RAIDWatch installation CD into

your CD-ROM drive.

f’ Step 2. If you are currently running other applications, close them before

proceeding with the setup process. This will minimize the possibility
of encountering system errors during setup.

Software Setup
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f? Step 3. The RAIDWatch installer program is included in a CD-ROM that
came with your RAID controller or subsystem. An auto-run screen
provides a hot link to the installer program. (See Figure 2-1) Click
“Install RAIDWatch.”

Install RAIDWatch

[] User’s Documents
[0 CD-ROM Contents
[ Contact Us

[ Infortrend Website
O Exit

Infortrend

Figure 2-1: Product Utility CD Initial Screen

f? Step 4. Click the supported platform on the right-hand side to start the
installation process. The current availability is “Windows
NT/Windows 2000 and above.” (See Figure 2-2)

[ Install RAIDWatch
[ User's Documents
[] CD-ROM Contents Platform
[J Contact Us

[ Infortrend Website = Windows NT/ Windows 2000 and above

[ Exit

Infortrend

Figure 2-2: The Platform Window

f? Step 5. After opening the install shield, the welcome screen shown in Figure
2-3 will appear. If your server or workstation is not ready with Java
Runtime (at least version 1.4.2), the install shield will automatically
install Java Runtime onto your machine. Please follow the on-screen
instructions to proceed.
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f? Step 6.

f? Step 7.

f? Step 8.

Figure 2-3: Welcome to the Install Shield Window

To continue installing RAIDWatch, click the Next button at the
bottom of the window. If you do not wish to continue with the
installation process, select the Stop button.

If you selected the Next button on Figure 2-3, the License
Agreement window seen in Figure 2-4 will appear. First read
through the License Agreement. If you are in agreement with the
specified terms and wish to continue installing the RAIDWatch
program, select Accept. If you do not wish to continue with the
installation process then select the Stop button.

jemeant Tool

Figure 2-4: License Agreement

If you accepted the License Agreement in Figure 2-4, a new window
with three installation options will appear. These options, shown in
Figure 2-5, are Centralized Management, Stand-alone (on Host),
and Stand-alone (on Subsystem).

Software Setup
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& Setup Type for Infortrend RAID Managerme: =l |

Centralized Management — Selecting this option allows you
to install the RAIDWatch software, a Root Agent, RAID
Agents, Configuration Client utility, and necessary drivers on
the computer chosen as a management center.

Stand-alone (on Host) — Selecting this option will install the
In-band driver (RAID agents) for servers that are directly
attached to a RAID subsystem, and the RAIDWatch software
on the local computer.

Stand-alone (on Subsystem) — This will install the software
onto the controller/subsystem itself. The EonStor subsystems
come with necessary RAID agents embedded in the firmware.
A RAID subsystem will use a small section of formatted disk
space (called the reserved space) to store software related
files. Installed in this mode, RAIDWatch can be started by a
remote browser accessing the IP address assigned to the
subsystem’s Ethernet port.

If the Stand-alone (on Subsystem) installation was selected,
you will have to use a web browser to connect to the
RAIDWatch program. To do this, open a web browser and
enter the controller/subsystem IP address. The RAIDWatch
program can then be accessed and used to manage the storage
array.

Choose the type of installation you prefer

{* Centralize Management

Inztall all components including GUI, drivers, agents and ather
centeralize management wtilities into host computer.

~ Stand-alone {on Host)

Inztall all components including GUI, drivers, RAID-agent into
host computer.

~ Stand-alone (on Subsystem)

Install applet GUI components inta the subsystem.

Install Directory

CAProgram Files\nfartrend InciRE - Browse |

= | Nex-tl S |

Figure 2-5: Installation Options

2.4.3 Installing Software Components

RAIDWatch allows you to install its management utility redundantly onto
two different servers. This prevents blind time if one server fails or is
powered down for any expected reason. Note that if a server is chosen as

Software Setup
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either the Master or Slave host, RAIDWatch must be manually installed on

jle or redundarncy mode of Centralized Managemeant o ] 5

Figure 2-6: Choice of Software Module Redundancy

RAIDWatch allows you to choose components during the installation
process. However, it is recommended to keep all the default combinations.

|:_:t Additional Companents far Inforrend BAID kda erment Tool I_E l_

-

Figure 2-7: Optional Components

Once the additional components have been selected, and if you wish
to proceed with the installation process, select the Next button. If
you do not wish to proceed with the installation process, select the
Stop button. If you wish to re-select the installation options, select
the Back button.
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ow for Infortrend RAID Management Tool

Infortrend ‘

Figure 2-8: Installing Active

f? Step 1. If the Next button from Figure 2-7 was selected, the Install Active
window shown in Figure 2-8 will appear. If you wish to stop the
installation procedure, then click the Stop button.

f? Step 2. Once the software has been successfully installed, a window
indicating the successful installation (see Figure 2-9) will appear. To

complete the process and exit the window, click OK.

o for Infartrend BAID Management Tool

Infortrend

Figure 2-9: Successful Installation
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2.4.4 Stand-alone (on Host or Subsystem) Installation

& Setup IP or Hostname of the Controller where applets to |nst - |I:||5|

Input the IP of controller where applets to install

IP ar Hostharme: I
Cortraller Passward: I

Figure 2-10: Input IP and Controller Password

f? Step 1. As shown in Figure 2-10 above, enter the IP address or the host
name of the controller/subsystem and the controller password in their
respective fields. The default for the controller/subsystem IP or
password is blank. The preset IP and password should have been
configured along with other configuration utilities before proceeding
with RAIDWatch installation.

Once the IP (or host name) and the controller password have been
entered, select the Next button if you wish to proceed with the
installation process. If you do not wish to proceed with the
installation process, select the Stop button. If you wish to re-select
the installation options, then select the Back button.
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Installation Shield is copying all components from source to destination
directory, if yau want to stop the installation, please press <stop=
button to break the program

Raid watch

—

MNarme:guil keystore Size:1146 Tirne: 199912524 £ 10:07

Figure 2-11: Installing Active

f? Step 2. If the Next button from Figure 2-11 was selected, the Install Active
window shown in Figure 2-12 will appear. If you wish to stop the
installation procedure, then click the Stop button. If you wish to
continue installing the Applet components, allow the installation
shield to continue through the rest of the procedure.

f? Step 3. Once the Applet components have been successfully installed, a
window indicating the successful installation (see Figure 2-12) will
appear. To complete the process and exit the window, click the OK
button.

Installation Shield i= copying all components from source to destination
directory, if you wiant to stop the installation, please press <stop=
hutton to break the program

Upload had finished!

You can try to connect the url hitp: #1192 168,199 21 Zigrm_ htm right now

Figure 2-12: Successful Installation
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f’ Step 4. If you wish to immediately access the RAIDWatch manager, open a

web browser and type in the IP address that you used in Figure 2-10.

To run the RAIDWatch Manager from the controller, enter the
following into the address bar of the web browser:

http://www.xxx.yyy.zzz

where www.xxx.yyy.zzz is the IP address entered in Figure 2-10.

2.5 Program Updates

2.6

As Infortrend’s valued customer, you are entitled to free program updates.
You can download the latest version of RAIDWatch from Infortrend’s FTP
sites at ftp.infortrend.com in the U.S., or ftp.infortrend.com.tw in Taiwan.
For customers granted special access, the update files can also be found in
the VIP section of Infortrend’s website. For more information about this
service, contact Infortrend support or an Infortrend distributor in your area.

In-band SCSI

2.6.1 Overview

To meet the needs of device monitoring and administration, more and more
external devices require communication with the host computers. Out-of-
band connections such as RS-232C ports or an Ethernet port can be used to
achieve this goal.

An alternative way of communication is in-band SCSI, which transfers
configuration commands into supported SCSI commands and uses them to
communicate with RAID arrays over the existing SCSI or Fibre host
connections. The traditional way for controllers to communicate with the
host computer has been via software (such as RAIDWatch) using an
Ethernet connection. With in-band, integrators have more flexibility and may
use the existing host connection instead.

There are limitations on the use of in-band protocols however. In order for a
host to “see” the RAID controller/subsystem, at least one (1) logical drive
must exist and be mapped to a host ID/LUN. Otherwise, the RAID
controller/subsystem itself must be configured to appear as a peripheral
device to the host computers.

See the examples below for the procedures on configuring RAID
controller/subsystems into a peripheral device.

Program Updates
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2.6.2 Related Configuration on Controller/Subsystem

The RAID controller or subsystem must make some adjustments as well as
the host computer's SNMP settings before the two can communicate using
SCSI commands. You can use the RS-232 terminal to change the RAID
controller settings.

f’ Step 1. From the Main Menu, press the Up or Down buttons to select “View
and Edit Configuration Parameters.”

f, Step 2. Press Enter; and then use the Up or Down keys to select “Host-side
SCSI Parameters.” Then press Enter.

The Peripheral Device Type Parameters submenu is also need to be
adjusted. Refer to the instructions below to set the proper settings for the in-
band protocol to work.

f’ Step 1. First select the “Peripheral Device Type” submenu and then select
“Enclosure Services Devices <Type=0xd>.”

——————————— < Main MNenu »#
Quick installation |
view and edit Logical drives
view| Maximum Queued I-0 Count — 256
view| LUNs per Host SCSI ID - 8
yiew| Max Number of Concurrent Host—LUN Connection — Def<{4>

Numh tion — Def(32>
Ho Device Present (Type=@x7F>

H Direct—access Device <(Type=0> —— ]
B |Sequential-access Device (Type=12 e =0x7F )| E——
P
i}
L

Processor Device (Type=3>
CD-ROM Device (Type=hH>
Scanner Device (Type=6>
MO Device <(Type=?>

Storage Array Controller Device (Type=Axc)
[Enclozure Services Device {(Type=HAxd>

Unknown Device (Type=Bx1f>

Figure 2-13: RS-232 Terminal Screen (1)
Step 2. Select “LUN Applicability - Undefined LUN-0’s Only” option.

——————————— % Main Menu »
Quick installation
view and edit Logical drives |

vieuw

view| Maximum Queued I-0 Count — 256
view| LUNs per Host SCGEI ID - 8
view| Max Mumber of Concurrent Host—LUN Connection — Def (4>

Mumber of Tags Reserved for each Host—LUW Connection — Def¢32)
Peripheral Device Type Parameters

H

Peripheral Device Type — Mo Device Present (Type=8x7f>|———
[[F34| Peripheral Device Qualifier — Connected

—| Driuv| Device Supports Removable Media — Disabled
IGE3 4] LUN Applicability — Undefined LUN-B's Onl

Figure 2-14: RS-232 Terminal Screen (ll)

f’ Step 3. Leave other options as defaulted. In-band should work fine by
setting these two options. The adjustments necessary to use in-band
protocols have been completed.
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Chapter 3

Configuration Client Options

This chapter describes the RAIDWatch configuration options. There are
a number of different items that users can configure. These include the
Root Agent and RAID Agents relationship and the configuration options
concerning event notification. The following sections are covered in this
chapter:

¢ The Configuration Client Utility — Section 3.1, page 3-2

= 3.1.1 Start the Configuration Client

= 3.1.2 Setting Up a Root Agent
¢ Configuration Client — Section 3.2, page 3-6

= 3.2.1 Command Menu
= 3.2.2 Tool Bar Buttons
= 3.2.3 Connection View Window

= 3.2.4 Module Configuration Window
¢ Root Agent Configuration — Section 3.3, page 3-9

= 3.3.1 Root Agent Settings
= 3.2.2 Tool Bar Buttons
= 3.3.3 Root Agent Log Settings

= 3.3.4 Create Plug-ins
¢ Event Notification Settings — Section 3.4, page 3-11

= 3.4.1 Configuration Client Notification Methods
= 3.4.2 Event Severity Levels

= 3.4.3 Enabling Notification Functions

= 3.4.4 SNMP Traps Settings

= 3.4.5 Email Settings

= 3.4.6 LAN Broadcast Settings

= 3.4.7 Fax Settings
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= 3.4.8 ICQ Settings
= 3.4.9 MSN Settings

= 3.4.10 SMS Settings
¢ Event Severity Levels — Section 3.5, page 3-27

= 3.5.1 Level 1 Severity Events (Examples)
= 3.5.2 Level 2 Severity Events (Examples)

= 3.5.3 Level 3 Severity Events (example)

¢ Event Log Display — Section 3.6, page 3-29

3.1 The Configuration Client Utility

3.1.1

Start the Configuration Client Program

If the Centralized Management option was selected during the
installation process outlined in Chapter 2, the Root Agent driver,
associated agents, and Configuration Client utilities will be installed onto
your computer. Centralized management in a multi-RAID environment is
achieved through the Configuration Client utility.

To access the Configuration Client interface, please do the following:

f’ Step 1. Open the directory in which the RAIDWatch management

software was installed. The directory was selected during the
installation process and the default access route was named
“Infortrend Inc.”

f’ Step 2. If you are using a Windows operating environment, you may start

the Configuration Client by double-clicking on the Configuration
Client shortcut on your Windows Desktop. (See Figure 3-1)
Otherwise, select Start on the bottom left of your screen, select
the Programs menu, and then select Infortrend Inc. Under the
Infortrend Inc directory, select the Configuration Client option
shown in Figure 3-2.

Al

Zonfiguration
Zlienk

Figure 3-1: Configuration Client Shortcut on Windows Desktop

3-2
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&3 Launch Outiook Express B Accessories i
Microsoft Outlook. @ M‘acmmedla ’ .

£

ﬁ J;Vﬁweb Stﬁn‘ fa Infarrend Inc BAIDWatch

r ettings By Windows Update % Uninstall
Seftings <b MSN Messenger6.2 4 Canfiguration Client

¥

- Dncﬁmenls
B Seftings
) Search
@ Help

@ Run

P Shyt Down

[#stan || &

Figure 3-2: Configuration Client Shortcut on Windows Startup Menu

s
f’ Step 3. Click on Configuration Client to activate the Configuration
Client window as shown in Figure 3-3. The Configuration Client
program allows you to configure the following items:

* Root Agent (administrative settings)

. Notification configuration options

Filg Halp

.|-\.| [e=] |

Corracion Yirw §{ moin carng |
S BARRAR0 4O Moo 0 34 L R
o MoOSLF | F G2AC e [ ST Mosssheme  Foctagent Seltig :J _[0“- |
P 1821684 211 Vew st Linkrerem) Vbl Surrert Vil | |
FA92163.5.71 VersnUrkrown [Pt aor passwora e &
SR pre— =
#
av
v 192 168 4 188 F
et 03 192.1684.301
o

Figure 3-3: Configuration Client Window

3.1.2 Setting Up a Root Agent

=0
f’ Step 1. Launch the Configuration Client program. See Section 3.1.1.

Y -

f’ Step 2. From the Command menu, select File->Add Host (see Figure
3-4), or right-click on Connection View to bring up the Input
Root Agent Dialog Box, and enter a Root Agent IP here. (See
Figure 3-5)
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uwu Configuration Client

File Language Help

A Host | - | 4] | [l; |

Bl CHRECTION Wiy

Figure 3-4: Add Host Command

R =
,j} Plezse input the RootAgent sever address

Ok C-Bn:.‘al]

Figure 3-5: Input Root Agent Dialog Box

" NOTE:

The Root Agent IP is usually the computer IP where the Configuration
Client is installed.

f’ Step 3. The connected IP displays on the left of the Connection View
window. Select the IP and click the Connect Root Agent Server
icon (see Figure 3-6) or right-click on the displayed IP to display
the Connect commands. (See Figure 3-7)

sl Configuration Client
File Languagm

RN ¢

i ConnectioTNRE e ot RotAgent Server
I—L B P11 92 165 1 357200, v o1 2ot L i i1

Figure 3-6: Connect Commands
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wu Configuration Client

File Language Help

J K l\\ﬁ - | .-*':-l ‘f | [V |
< Conhection View ‘ 4
U EEEETTer— )

Delete Host

Connect

Dizconmect
Generate Durmmy. Evert
Reftesh

Figure 3-7: Connect Commands

f? Step 4. The Access Rights Selection box appears. Select to log in either
as an Administrator or Guest. (See Figure 3-8)

Figure 3-8: Access Rights Selection Box

f? Step 5. Enter "root" as the authentication code in the Password dialog
box at the first time login, and click OK to login. (See Figure
3-9) The authentication code can be changed later in the utility.
Only an administrator can access the notification settings.

x|
Enter authentication code ||

(0]

Figure 3-9: Password Dialog Box

f? Step 6. Double-click the Admin Tool item on the Connection View
window in the Configuration Client User Interface. (See Figure

3-10)
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wu Configuration Client

File Language Help

T Connection Yiew
E‘-l. gl |F_'Z1 92 163 666,193, Version:1.01.0
e ]'q\_ Acdtmin Tool

Figure 3-10: Left Column of Configuration Client User Interface

f? Step 7. The Module Configuration window will display on the right of
the Configuration Client User Interface. You may now start
configuring event receivers under each notification method
window. Click on the Module Name pull-down list to display all
the configuration options. (See Figure 3-11)

[ sl
|

va

Module Config | Plugin | Create Plugin

2
2123,D:56¢ Moclule Mame  [RoctAgert Setting LI Creste |

I RootAgent Setting

aaministrator passw] Cotegent log
= SNV trap

[Ermail
Eroadcast
Fan

MK messenger
Short Message Service

avw

Descrigtion Current Value Severity

Agent P 1

Figure 3-11: Module Name Pull-down List

3.2 Configuration Client User Interface

The Configuration Client user interface contains four major elements:
Tool Bar Buttons, Connection View Window, and Module Configuration
Window. (See Figure 3-12)

Module Configuration Window

Command Menu
T Fis Language Help

Tool Bar Buttons —» v'l\‘ :| | | | | |
. . "o Connecton View 4 .
Connection View —s{= " Fi i teymmniosy  b| S | oo
Window e MockstFIEF-R2A2A Noe: 1 2301558 Wockde Mame g
|7,

Adminiztrator password

aw

Descrption Cusrent '

Figure 3-12: Major Elements in Configuration Client User Interface
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3.2.1 Command Menu

e File commands include Add Host and Exit. The Add Host
command connects you to a Root Agent host. A Root Agent host
is one that is chosen as a management center to manage multiple
RAID agents, which are, in turn, used to access different arrays. By
connecting to a Root Agent IP, all its subsidiary RAIDs are then
managed by the management center. The Exit command will let
you exit the Configuration Client User Interface and close the
program.

e The Language command allows you to select the language display
on the Configuration Client User Interface. The current
selections include English and Japanese.

e The Help command provides information about the current
software version. The Help explains how to use the Configuration
Client and can be accessed in RAIDWatch’s main Help program.

3.2.2 Tool Bar Buttons

(Connect Root Agent Serveq
L | Disconnect Root Agent

My sration Client

'd 7\
LOpen Bookmark F“Ne Laoe. % Help
alaP [ 3] 6
LSave Bookmark File Connection Vie / N\ Help

[ _ 'P192153LHeIpCursor

e MO

ID: 56

Figure 3-13: Tool Bar Buttons

The tool bar has six buttons, described from left to right as follows:

e Open Bookmark File: In the environment where multiple arrays
need to be monitored at the same time, this button brings out the
previously saved profile of the access to multiple arrays (via Root
Agent and RAID Agent IPs).

e Save Bookmark File: This button allows you to save the current
connection profile (as shown in the Navigation panel) as a file to
your system drive. A file path dialog box displays when selected.

e Connect Root Agent Server: This button allows you to connect to a
Root Agent server to begin monitoring, for example, in situations
when it has been manually disconnected.

" NOTE:

The Root Agent IP is the IP of the computer where you installed your
Configuration Client utility.
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o Disconnect Root Agent: This button allows you to disconnect from a
Root Agent server.

e Help Cursor: Click the Help Cursor button and then click on the
area where you have question. A Help window will appear to
explain the functionality.

e Help: Click on the Help button to browse the Online Help in
RAIDWatch management software’s main Help program.

3.2.3 Connection View Window

The Connection View window displays the current connections with
different RAID Agent servers. Each Root Agent server IP has an
Administration Tool. This window has a command menu that can be
triggered by right-clicking a Root Agent icon. Right-click on the Root
Agent server to show a selection menu. (See Figure 3-14)

These commands on the selection menu allow you to remove a Root
Agent entry, to connect, disconnect, or refresh the current connectivity
status. The Connection View window automatically updates when an
array is turned on or off, and automatically prompts you for a status
change, e.g., a managed array once disconnected is now connected.

When the Root Agent When the Root Agent
Server is disconnected Server is connected

Delete Host Delete Host

Connect Eanpect

Histannect Disconnect

Fenerate Hummy, Event Generate Dummy Event
Refrash Refresh

Figure 3-14: Connection: The Right-click Menus

Delete Host: Delete the Root Agent Server by selecting this command.

Connect: Select this command to connect your computer to the Root
Agent Server.

Disconnect: To disconnect the Root Agent Server from your computer,
select this command.

Generate Dummy Event: You can also generate simulated events to test
the notification functions once you have configured any or all of the
notification methods.

Refresh: Refresh the connection between your computer and the Root
Agent Server.

Configuration Client User Interface
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3.24

Module Configuration Window

The Module Config panel contains pull-down menus that allow access to
create or modify various notification methods. The panel also allows you
to setup an administrator's identity and lets an administrator be constantly
aware of all arrays' status through notification emails.

14 quule Cortig

»
Mociule Marme
\ariakle ) Current Yalue |
Status Enable E
SMTF server 1921681 .28
Sender mail box testE@infortrend.com b
Recipient Email testEinfortrend.comtve
Send petiodihour) 1

|

Figure 3-15: Enable an Administrator’s Options

The Module Config panel provides access to nine configurable items, and
each item contains two or more setup options. Seven of them belong to
the notification methods (ways you configure to notify a user if event
faults occur) settings.

All configuration options can be modified by double-clicking the Current
Value field.

3.3 Root Agent Configuration

3.3.1

To configure the Root agent settings, select the Module Config menu on
the right of the Configuration Client User Interface as shown in Figure
3-16. Select the pull-down menu named Root Agent Settings from the
Module Name section.

Root Agent Settings

The Root Agent Settings option is shown in Figure 3-16.

A | nadule Config |

»
Module Mame Rooticent Setting
Wariable Current Value |
Administrator password s -
Guest passvword frlsis

K

Figure 3-16: Root Agent Setting
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e Administrator Password: This allows you to set an administrator’s

password. This is the port number the RAIDWatch centralized
manager station will use to communicate with the Root Agent. The
default for Administrator is “root.” There is no default password for
login as Guest.

NOTE:

This password is independent from the password set for the
“Configuration” login to start the RAIDWatch management program.

e Guest Password: This is selected to enable a user logging in as

“Guest” to view the status of RAID arrays currently being managed
by the Configuration Client utility.

3.3.2 Adding RAID Agents IPs (Associating Root Agent

9

with Multiple RAID Arrays)

RAID Agents are the sub-modules of RAIDWatch or the Configuration
Client utility used to communicate with a RAID subsystem. Multiple
RAID Agents can be associated with a Root Agent. A Root Agent then
summarizes and presents these RAID Agents to the Configuration Client
so that system administrators can be notified of system alerts if any faulty
conditions are detected within these RAID arrays.

Step 1. RAID Agents currently being managed by a Root Agent are
listed in the lower right corner of the RAIDWatch screen.

Step 2. To add or delete RAID Agents, click the Create button next to
the Root Agent pull-down list to open an Add Monitor Controller
window. The same command can also be activated by right-clicking on
the agent list. (See Figure 3-17)

| i

F s

Description Current Walue Sewerity

Agert 1P 1

Figure 3-17: Agent List Right-click Menu

Step 3. Enter the IP address of the array you wish the Root Agent to
manage. Click OK to complete the process. (See Figure 3-18)

3-10

Root Agent Configuration



Chapter 3: Configuration Client Options

3.3.3

Agert P |1 921684185
Cancel |

Figure 3-18: Adding RAID Agent IP

Root Agent Log Settings

Following are the methods used to keep an administrator constantly
notified of the status of managed arrays. As shown in Figure 3-19, when
properly configured, the Root Agent Log allows an administrator to
receive event logs for all managed arrays for every preset time period.

To configure the Root Agent Log settings:

Step 1. Enable the function by double-clicking the Current Value field in
the Status field.

Step 2. Set an SMTP server address so that event log emails can be sent
to the administrator.

Step 3. Set a valid mail address as the sender address and the
administrator’s email address as the recipient mail address.

Step 4. The Send period (hour) determines how often an administrator
receives event log notifications.

4 Module Config |

b
focule Marme — fedt S EEl
Wariahle Current alue |
Status Enahle =
SMTR server 1921681 .28
Sender mail hox testicinfortrend .com T
Fecipient Email testiginfortrend. .com tw
Send periodthaur) 1
=

Figure 3-19: Root Agent Log Settings

3.3.4 Create Plug-ins with Event Notification

3.3.4.1 Before you begin

¢ The Plug-in sub-function allows you to add a specific feature or
service to RAIDWatch's notification methods.

¢ The add-ins can be used to process the events received from
Configuration Client utility and extend its functionality.
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Prepare your execution file, and place it under the plug-in sub-folder
under the directory where you installed the RAIDWatch program. If
the default installation path has not been altered, the plug-in folder
should be similar to the following:

Program Files -> Infortrend Inc -> RAID GUI Tools -> bin ->
plug-in.

Place the execution file that will be implemented as a plug-in in this
folder.

The plug-in capability provides advanced users the flexibility to
customize and present the event messages received from the
Configuration Client utility.

3.3.4.2 The Configuration Process
f’ Step 1. Click the Create Plug-in tab.

f’ Step 2. Make sure you have placed the execution file in the plug-in
folder as described earlier.

f’ Step 3. Enter the appropriate data in the Plug-in Description and Plug-in
Label fields, and then select an execution file from the
Application Program field (if there is more than one).

f’ Step 4. Click Create to complete the process. (See Figure 3-20)

Mocdule Configl Flugin Creste Plugin |

b 7

Plugin Description IPIugin Test

Pluggin Lake! |Tes‘t-1
Application F‘rogram |uginTest EXE vI

Creste |

Figure 3-20: Naming and Associating a Plug-in file

f’ Step 5. Select the Plug-in tab from the panel. Click Create Receiver to
display an input field dialog box.

f’ Step 6. Enter the configuration string to be read when the application
program starts. (See Figure 3-21) A configuration argument
may look like this:

"\plugin\userprogram.exe uid=xx model=xXx-Xxx
IPEXXX XXX XXX XXX ctrirName=N/A severity=1
evtStr="Evt String" recv="customized string"

An added profile is listed in the Receiver Data field.
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: Module Config Plugin I Create Plugin
Plugin Mame Iplunges‘t ;I Creste Receiver Delete Plugin |
Application  plugin test exe
Receiver Data I
[
. x| |
?.p Input plugin raceivar data
Izs‘t@xxx Com, usernames=test, UID=xxx|
|
Figure 3-21: Create Plug-in Receiver Profile
3.4 Event Naotification Settings
3.4.1 Configuration Client Notification Methods
Configuration Client provides the following methods for sending

notifications: SNMP traps, email, LAN broadcast, fax, 1CQ, SMS, and
MSN Messenger. Some notification methods, such as the connection to a
fax machine, require Windows MAPI support on the servers used as the

Configuration Client platform.

To configure the Event Notification (previous NPC) settings, select
Module Config from the right-hand side of GUI screen. Scroll down the
pull-down menus to create or modify various notification methods.

There are seven notification methods listed in the pull-down menus.
Along with seven different means of informing RAID managers that an
event has occurred (fax, broadcast, email, SNMP traps, ICQ, SMS, and
MSN messenger), the severity level of events to be sent via these

notification methods can also be configured.

3.4.2 Event Severity Levels

You may select a severity level for every notification method using the
Event Severity Level setting. Each level determines events of what
severity level(s) are to be sent to a receiver. See Table 3-1 for severity

level descriptions.

Level Description
1 All severity levels
2 Two levels: Warning and Alert
3 Only the most serious events: Alert messages

Table 3-1: Levels of Notification Severity

The event security level can be set during notification function setting. If
you wish to modify the security levels for any notification setting, right-
click on the Severity section in the lower level of Configuration screen.

Event Notification Settings
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3.4.3

Select Edit common to view the Edit dialog box. (See Figure 3-22)
Select the desired severity level in the Severity pull-down menu. (See
Figure 3-26) Once the severity level is selected, click OK to exit the
dialog box.

Mottuls Corti | Fugin | Create Fugin

Varisble Current Valug |
Status Disahle =]
Severity 1 =
| ShmP Local IP

Aav

Severty

Right-click on the
Severity section

Figure 3-22: Editing the Severity Level

Edit SNMP receiver x|

ShiMP receiver P |1 92168.4.43

Severity E
]

2
3

024 Cancel |

Figure 3-23: Selecting the Severity Level
Enabling Notification Functions

When all notification settings have been properly configured, remember
to enable each notification method by double-clicking the Current Value
field in Status. Set Status to Enable if you want the module to be
activated every time the Root Agent is loaded. The Root Agent runs as an
application and is automatically loaded when the server is powered on.

Note that the On/Off switch of each notification method should set to be
On position before you turn off the server or close the utility.

Otherwise, you will have to manually enable the function after your
server is rebooted.

Switched ON Switched OFF

4 Module Corfig |
Laf
wariahle | _ Current Yalue |
Status |Enable L;

Figure 3-24: Enabling a Notification Method
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3.4.4 SNMP Traps Settings

Receiver Side
To set a client listening to SNMP traps:

f? Step 1. Open the Module Config page. Use the Module Name pull-
down menu to select SNMP trap.

: Module Confi i il t \
Module Narrie.  [SHIMP trap =
[ g — ——CTert Valie
IStatus Dizable
||Sever'ﬂy il
[SMMP Lacal IP

re. 4

Description Current Yalue Severity

Figure 3-25: Selecting SNMP Trap Notification

f’ Step 2. To create a new SNMP trap, click the Create button on the top
right screen or right-click on the lower half of the configuration

screen; the Add SNMP Receiver dialog box will appear.

Moclle Config | P\uginl Create P\uginl : \
Mocule Mame ISNMPtrap LI .

Current Yalle |

Wariable
Status Cisahle <
Severty 1 =
SMMP Local IP
]
FS g / - - \
. Right-click on the
Description | Severty |
lower level of =
Configuration screen
\

Figure 3-26: Adding SNMP trap

f? Step 3. Enter the IP addresses of the SNMP agents that will be listening
for trap notification in the Add SNMP Receiver dialog box

SHMF receiver P |

Severity |1 vl
Create I Cancel |

Figure 3-27: Add SNMP Receiver Dialog Box

f? Step 4. Select the severity level of events that will be sent to the SNMP
agent. Refer to Section 3.4.2.
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f’ Step 5. Repeat this process to add more SNMP agents.

Sender Side

From the Module Config window:
.

ok

r) Step 1. Find the SNMP settings from the pull-down list.

f’ Step 2. Click on the On/Off switch beside the pull-down button to
enable SNMP traps notification.

Switched ON Switched OFF

s
f’ Step 3. Double-click on the Current Value field of the Status row to
enable SNMP traps notification.

.-
f’ Step 4. Select the severity level of events to be sent to the receiver
station.

-

f’ Step 5. Provide a valid out port IP that will be used for delivering SNMP
traps. Usually the default IP detected by the Root Agent will be
sufficient. If you have more than one Ethernet port, double-click
to configure it.

Madule Config i
Module Matme |SNMP trap ll o

Warighle Current Value

Sevetity 1

|[=MrP Local P 182165419

Figure 3-28: SNMP Traps Settings

3.4.5 Email Settings

Receiver Side

v NOTE:

SASL authentication is supported with this revision.

To set an email address to receive notification emails:

22 <
f’ Step 1. Open the Module Configuration page. Use the Module Name
pull-down menu to select Email.
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Figure 3-29: Selecting Email Notification

f? Step 2. To create a new email notification, click Create on the top right
of the screen or right-click on the lower half of the configuration
screen to display the Add Email Recipient dialog box.

WMoeule Config | Plugin | Create Plugin |

Module Mame IE’"E" LI < )
| Varlable Current Valus \-*
|§tatus Disable , |=|
Severi 0 . .
il su!;ect RAID Event nght-Clle on the
Rl lower level of =

Descrpton amenvae / CoNfiguration screen

Figure 3-30: Adding Email Notification

f? Step 3. An Add Email Recipient dialog box appears. Enter an email
address that is able to receive email notification.

Add Email recipient x|

Etrail &ddresz I

Severity |1 vl
Create I Cancel |

Figure 3-31: Add Email Recipient Dialog Box

f? Step 4. Select the severity level of events to be sent to the receiver's

email.
()

Sender Side

Step 5. Repeat this process to add more email addresses.

From the Module Config window:

f? Step 1. Find the email settings from the Module Name pull-down list.

f? Step 2. Click the On/Off switch beside the pull-down list button to
enable Email notification.
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{

)

Switched ON Switched OFF

Step 3. Double-click on the Current Value field of the Status row to

enable email notification.

Step 4. Select the severity level of events to be sent to the receiver

station.

Step 5. Enter the mail subject by double-clicking the Current Value

field.

Step 6. Set your SMTP mail server through which emails will be sent.

Step 7. Enter the Account name and Password if your mail server

requires these values. SASL is the currently supported
mechanism.

Step 8. Provide a valid email address as your sender's address.

a

Machie Canfig |
Wkt i
“arinbio Current Yalue
Staius |Ensble
Severity il
Iail subject R4 Event
SMTF server [isz1881.28
Bccount |
Paszyvord
Sander amall aodress a2 crirand.com v

Figure 3-32: Email Settings

3.4.6 LAN Broadcast Settings

ok

(7

Receiver Side

To set a computer to receive broadcast messages:

Step 1. Open the Module Configuration page. Use the Module Name

pull-down menu to select Broadcast.

Status Disahle l2]

Serverity ‘1 ‘J

Figure 3-33: Selecting LAN Broadcast Notification

f? Step 2. To create a new LAN broadcast notification, click the Create

button on the top right of the screen or right-click on the lower
half of the configuration screen to display the Add Broadcast
Recipient dialog box.

3-18
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Madule Contig I Plugin | Creste Plugin

Module Narie: |Bmaucas1 [~ create

Current Yalue

Wariable |
Status |Disable
Severity [t

aw

E Tb_D

Description Current Value I Severity

Delete:

Figure 3-34: Adding LAN Broadcast Notification

22 =
f’ Step 3. An Add Broadcast Receiver dialog box appears. Simply enter
the IP addresses of a station configured on a network.

Eroadcast receiver Host Name I
SEVEFTY |1 vl

Creste I Cancel |

Figure 3-35: Add Broadcast Receiver Dialog Box

s
f’ Step 4. Select the severity level of events to be sent to the receiver
station.

22 3
r’ Step 5. Repeat this process to add more receivers.

" NOTE:

NETBUES and TCP/IP should be active services on your Centralized
Management station for message broadcasting.

Sender Side
From the Module Config window:

s
f’ Step 1. Find the Broadcast settings from the pull-down list.
.

-

r Step 2. Click on the On/Off switch beside the pull-down button to enable
LAN broadcast notification.

Switched ON Switched OFF

.

f’ Step 3. Double-click on the Current Value field of the Status row to
enable LAN broadcast. Set Status to Enable if you want the
module to be activated every time the Root Agent is started. Note
that the On/Off switch should also be in the On position before
you turn off the server or close the utility. Otherwise, you will
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have to manually enable the function whenever you reboot the
server.

f? Step 4. Select the severity level of events to be sent to the receiver

station.
Modle Config I
i o sese | |
Yarinkle: [ Cuerent Yolue [
Status Diesble =
S_afsn\-' i

Figure 3-36: Broadcast Settings

3.4.7 Fax Settings

In order to use fax notification, a fax modem is required and its
parameters must be properly set on the main management station. For NT
servers, Widows MAPI services, modem, and fax must be ready and
running for the notification methods to work.

Receiver Side

To set a fax machine to receive event messages:

Y? Step 1. Open the Module Configuration page. Use the Module Name
pull-down menu to select Fax.

Module Config | Plucn | Coastad :
—
Module Name IFax - [on ] create

Figure 3-37: Selecting Fax Notification

Y? Step 2. To create a new Fax notification, click Create on the top right of
the screen or right-click on the lower half of the configuration
screen to display the Add Fax Recipient dialog box.

S — e T Ve
Status Enable =
Severty U =
Gueus size 2
aw
Description | Currert Value I Severty I
=

ftodule Config | Plugml Create Pluglnl

Mocule Mame IFax ﬂ Creste

Yariahle Current Yalug
Status Enable

Severity 1
Gueue size 2

aw

Description Current Yalue Severity |

Delste

Figure 3-38: Adding Fax Notification
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-
f’ Step 3. An Add Fax Receiver dialog box prompts. Enter the phone
number of the fax machine that will receive event notifications.

Add FAX receiver x|

Taleghone

|
ousigeine [ ]
Delay Secord. |1 |
=

Severty

-
-
-
Crese | Capced |

Figure 3-39: Add FAX Receiver Dialog Box

. —
f’ Step 4. Enter the Outside line dial-out number if there is any.
. —
f’ Step 5. Enter the Delay Second number.
22 3
f’ Step 6. Enter the level of Severity of events to be sent via fax.

22 3
f’ Step 7. Repeat this process to add more receivers.

NOTE:

The physical connection and fax service with Windows MAPI should
be ready before configuring this function.

Sender Side

From the Module Config window:
f’ Step 1. Find the Fax settings from the pull-down list

22 3
f’ Step 2. Click on the On/Off switch beside the pull-down button to enable
Fax notification.

.
BB S\vitched ON Switched OFF

f? Step 3. Double-click on the Current Value field of the Status row to
enable fax notification. Set Status to Enable if you want the
module to be activated every time the Root Agent is started. Note
that the On/Off switch should also be in the On position before
you turn off the server or close the utility. Otherwise, you will
have to manually enable the function whenever you reboot the
server.

=0
f’ Step 4. Select the severity level of events to be sent to the receiver
station.
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f? Step 5. The Fax device row shows the fax machine(s) currently
available. Check for appropriate setup in the Windows control

panel.

Y? Step 6. Queue size determines how many events will be accumulated
and then sent via a single fax transmission.

hdadule Config |

Module Name ﬂ .m Creste | |
Wariahle Current Value I
|IStatus Disable -
|iseverity 1
||Queue size 2

Figure 3-40: Fax Settings

3.4.8 ICQ Settings

Receiver Side

To set an ICQ contact to receive notification messages:

Y? Step 1. Open the Module Configuration page. Use the Module Name
pull-down menu to select ICQ.

Figure 3-41: Selecting ICQ Notification

Y? Step 2. To create an ICQ notification, click Create on the top right of the
screen or right-click on the lower half of the configuration screen
to display the Add 1CQ Recipient dialog box.

Moduie Config | P | Crested :

ocluls Mame {[wle] n m ﬂl
Status Disshle =
Severity 1 =
ICC number
ICQ password _I
av
I Description | Current Walue | Severty I
I :l

Figure 3-42: Adding ICQ Notification

f? Step 3. Enter the ICQ User Name of the contact receiving event
messages.

hodule Config | P\ugml Create P\ugml
Module Mame ||CQ LI Create
OFF
Wariahle Current Yalue
Status Disable -
Severity 1 =
ICG number
ICG password
|
aw
Description | Current Value Severity |
Ce= i
Edit
DElete
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Add [C0 receier |
falel |
Severity |1 b4 I

Create Cancel

Figure 3-43: Add ICQ Receiver Dialog Box

.
f) Step 4. Select the severity level of events to be sent to the receiver.

=0
f’ Step 5. Repeat this process to add more receivers.

Sender Side

From the Module Config window:
day,

Lk

f) Step 1. Find the ICQ settings from the pull-down list.

f’ Step 2. Click on the On/Off switch beside the pull-down button to enable
ICQ notification.

== Switched ON Switched OFF

.-

f) Step 3. Double-click on the Current Value field of the Status row to
enable ICQ notification. Set Status to Enable if you want the
module to be activated every time the Root Agent is started.
Note that the On/Off switch should also be in the On position
before you turn off the server or close the utility. Otherwise, you
will have to manually enable the function whenever you reboot
the server.

-
f’ Step 4. Select the severity level of events to be sent to the receiver
station.

22 <
f’ Step 5. Enter an ICQ login ID.
s

t)

Step 6. Enter a password for ICQ login.

Maodule Config |
OFF
“atiable Current Yalue |
Statuz Dizahle )
|[Severity il
|IICQ number
|IICQ password

Figure 3-44: ICQ Settings
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3.4.9 MSN Settings

9

Receiver Side

To set an MSN messenger address to receive notification messages:

pull-down menu to select MSN.

Step 1. Open the Module Configuration page. Use the Module Name

Module Confi

Figure 3-45: Selecting MSN Notification

Module Mame g Create
R — T
o ] urrent Walue |
Status Dizable -
Severity 1 —
MSM uzername
MSN passweord _I
aw
Description | Current Value | Sevetity |
|

f? Step 2. To create an MSN notification, click Create on the top right of
the screen or right-click on the lower half of the configuration

screen to display the Add MSN Recipient dialog box.

Mogule Caniy | Plugin | Creste Plugin |

hociule Natme IMSN messenger LI

Create

Wariahle Current Walue

Status Disshle

Severity 1

M3N username

MSN password

aw

Description | Current Yalle Severity

Delete:

Figure 3-46: Adding MSN Notification

f? Step 3. Enter the MSN account of the contact receiving event messages.

f? Step 4. Select the severity level of events to be sent to the receiver.

Add MSN receiver x|

MEN Accourt |

Severity |1 VI
Creste I Cancel |

Figure 3-47: Add MSN Receive Dialog Box

f? Step 5. Repeat this process to add more receivers.

Sender Side

From the Module Config window:
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f’ Step 1.Find the MSN settings from the pull-down list.

r? Step 2. Click on the On/Off switch beside the pull-down button to enable
MSN notification.

== Switched ON Switched OFF

=0

f’ Step 3. Double-click on the Current Value field of the Status row to
enable MSN notification. Set Status to Enable if you want the
module to be activated every time the Root Agent is started. Note
that the On/Off switch should also be in the On position before
you turn off the server or close the utility. Otherwise, you will
have to manually enable the function whenever you reboot your
server.

=0
f’ Step 4. Select the severity level of events to be sent to the receiver
station.

=0
f’ Step 5. Provide a valid MSN contact by entering the user name.

.
Y’ Step 6. Provide the associated password.

Madule Config |

Module Marme S et or Creste |

I Wariable Currert Yalue |

[Status Disable -
||Sever'rty il
||MSN USErname
|[MSH password

Figure 3-48: MSN Messenger Settings

3.4.10 SMS Settings

SMS is a short for “Short Message Service.” Using this notification
method requires a GSM modem. RAIDWatch currently supports two
GSM modem models:

¢ Siemens TC35
¢ WAVECOM Fast Rack M1206

Please contact Infortrend for the complete list of compatible GSM
modems.

Receiver Side
To set a cell phone to receive notification messages:

r? Step 1. Open the Module Configuration page. Use the Module Name
pull-down menu to select SMS Message Service.
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Miociule Config | Plug
hodule Name Create |
Variable Current Yalue |
Status Dizahle -
Severity i _I
COM port i
Pin Code
Send period 5000
Retry times 3
[
aw
Description | Current Yalue | Severity |

Figure 3-49: Selecting SMS Notification

f? Step 2. To create a new SMS natification, click the Create button on the
top right of the screen or right-click on the lower half of the
configuration screen to display the Add SMS Recipient dialog
box.

hoclule Config | Plugml Creste Plugin

Mocule Name IShor’t Message Service ﬂ ( M

Variable Current Yalue |

Status Dizahle -
Severity 1 I}
COM port 1

Fin Code [

Send period 5000

Retry times 3

aw

Description Severity |

Figure 3-50: Adding SMS Notification

f? Step 3. Enter the Cell Phone Number of the contact who will receive
event messages.

Cell Phone Number + Il £ I
Severity |1 vl

Figure 3-51: Add SMS Receiver Dialog Box

Y? Step 4. Select the severity level of events to be sent to the receiver.

f? Step 5. Repeat this process to add more receivers.

Sender Side
From the Module Config window:

Y? Step 1. Find the SMS settings from the pull-down list.
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f’ Step 2. Click on the On/Off switch beside the pull-down button to enable
SMS notification.

-
BB Switched ON Switched OFF

=0

f’ Step 3. Set Status to Enable if you want the module to be activated every
time the Configuration Client is started. Note that the On/Off
switch should also be in the On position before you turn off the
server or close the utility. Otherwise, you will have to manually
enable the function whenever you reboot the server.

s
f’ Step 4. Select the severity level of events to be sent to the receiver
station.

f’ Step 5. Select the COM port where you connect your GSM modem.

22 =
f’ Step 6. Enter the four-digit identification Pin Code required by the
modem.

.-
f) Step 7. Provide a Send Period in milliseconds for time intervals between
messages sent.

22 3
r) Step 8. Provide a retry time value.

Maclle Config |

odule Marne IShort Mezzage Service LI orr La{el

Wariahle Current Yalue

¥

(<o part 1
|{Pin cade e
|[=end period 5000
|{Fstry times 3

Figure 3-52: SMS Settings

3.5 Event Severity Levels

RAIDWatch classifies disk array events into three severity levels. Level
1 includes non-critical information events such as initialization of the
controller and initiation of the rebuilding process. Level 2 severity
includes events which require the issuance of a warning message. Level 3
severity is the most serious level, and includes events that need
immediate attention. Note that the severity levels here are different from
the levels used for configuring the notification methods. The following
provides example events for each level:
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3.5.1 Level 1 Severity Events (Examples)
= Controller Initialization Complete
= Rebuild Initiated
*  Rebuild Complete
= Rebuild Failed
= Logical Drive Initialization Started
= Logical Drive Initialization Complete

= Logical Drive Initialization Failed

3.5.2 Level 2 Severity Events (Examples)
= SCSI Target Select Timeout
= SCSI Target Phase/Signal Error
= SCSI Target Unexpected Disconnect
= SCSI Target Negotiation Error
= SCSI Target Timed Out
= SCSI Target Parity Error
= SCSI Bus Reset Issued
= SCSI Target Not Ready Error
= SCSI Target Media Error
= SCSI Target Hardware Error
= SCSI Target Unit Attention
= SCSI Target Unexpected Sense Date
= SCSI Target Block Reassignment Failure
= SCSI Target Unexpected Data Over/Underrun
= Drive SCSI Unrecognized Event

3.5.3 Level 3 Severity Events (example)
= Drive Failure
= Enclosure Power Supply Failure
= Cooling Fan Module Failure

=  RAID Controller Unit Failure

Z

NOTE:

The current version includes event notification configuration based on
event severity.
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3.6 Event Log Display

Once RAID Agent IPs are associated with a Root Agent, their icons and
names display on the Connect View panel.

To check the events that have happened since the Configuration Client
started, single-click on a connected RAID.

i
Fre Hap
y . P— iy L
T Connacton Yiew ; Gerersln Time | - |
{[ e P192168.199 203 Virsioer AT A AT Logeesl Drive Lv u: i Corve Il 57 G008 umem‘unnumqu)uw ion Event) Cpectl.
i PIULISES T VersunUnknoem 00267 5. 1 45 43 Lngs
B Bri921684.103 Versknt dn 20102 214890 mmmm&mmsm!w_ ._.é-iiﬁbw-msvsy_@ikﬁ:
= 300207 -02-21-45 a4 Logrcol Crive Event: Logcal rive ie1 67 4500F — I, Comences Cpration S

e TR 016
.-mF AiEFRMp\!M‘ﬂT
|75, Aden Toot

Figure 3-53: Event Log Display Window

The event log window displays on the right-hand side of the RAIDWatch
screen. Note that the utility does not display events that happened before
the utility started.
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Chapter 4
RAIDWatch Icons

This chapter introduces icons used in the main configuration access
categories:

-

-
-
-
-

Navigation Tree Icons — Section 4.1
Array Information lcons — Section 4.2
Maintenance Icons — Section 4.3
Configuration Icons — Section 4.4

Event Log Icons — Section 4.5

4.1 Navigation Tree Icons

n_ Connected RAID Array

|.' | Array Information

| ,.'HI Enclosure View

Tasks Under Process

b
| . . .
4—1_ Logical Drive Information

| Logical Volume Information
n
P Fibre Channel Status
Wt
S System Information

| Il [I Statistics

Navigation Tree Icons

4-1
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=y

Maintenance

Logical Drive

Physical Drive

| )|

Task Scheduler

Configuration

Create Logical Drive

Existing Logical Drives

Create Logical Volume

Existing Logical VVolumes

Host Channel

Host LUN Mapping

i 0 eE T m

Configuration Parameters

4-2
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4.2 Array Information Icons

Enclosure View

Drive in good condition

Drive missing or bad

Global Spare

Any drive icon showing a color other than black
represents a member of a logical drive or a dedicated
spare. Black is the default color of a new or used
drive. A used drive is a drive that had been used as a
member of a logical drive.

An empty tray; disk drive not installed

This graphic represents a rotation button. Each
mouse-click on it turns the enclosure graphic 90
degrees clockwise.

BEU failed
Fan 0 functioning normalty
Fan 1 functioning normally
Fan 2 functioning normally

Fan 3 functioning normally
X Power Supply 0 functioning normally

Power Supply 1 failed

RAIDWatch recognizes each subsystem by its board serial number, and
displays an exact replica of it in the panel view.

LEDs shown on the enclosure view correspond to the real LEDs on the
subsystem’s rear panel

If an LED corresponding to a failed component is lit red as shown in the
diagram, move your mouse cursor to point to the red LED on the
enclosure panel. Hold the cursor on the LED for a few seconds and an
enclosure status summary will be displayed.
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Tasks Under Process

Task status

| Task Descrption

| Start Time

¥

2004-03-F1 16:34.08

|

[
o

Type of tasks being
processed by the subsystem.
The Task status window
displays icons representing
specific configurations.

Progress indicator

9,

Logical Drive Information

F-' i A logical drive

Partition{s) of : 5DBD3IBEB

Index; 0, Offset. OME, Size: 14346ME

A partitioned logical
drive volume is
represented as a
color bar that can be
split into many
segments. Each
color segment
indicates a partition
of a configured
array.

Logical Volume Information

A logical volume

=

Partition(s) of : 5D8D3IBEB

Indiex; 0, Offset: OMB, Size: 14348M8

A partitioned logical
volume is
represented as a
color bar that can be
split into many
segments. Each
color segment
indicates a partition
of a configured
volume.

colors.

A member of a logical volume, representing a logical drive.
Different logical drives are presented using icons of different

Array Information Icons
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Fibre Channel Status

—_—

—

A Fibre host channel

System Information

if

A battery module

A RAID controller unit

]

A current sensor

A cooling module

o

An enclosure device connected through an 12C bus

A power supply

2
1D
SAF.TE

T

An enclosure device connected through SAF-TE (SCSI bus)

SES

T

An enclosure device connected through SES (Fibre link)

A drive tray slot

ITl]

A temperature sensor

B

An UPS device

v

A voltage sensor

4.3 Maintenance lcons

Maintenance

This category uses the same icons as in the Logical Drive Information
window. See Logical Drive Information section.

Maintenance lcons
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4.4 Configuration Icons

Create Logical Drives

This window uses the same icons as in the Logical Drive Information

window. See Logical Drive Information section.

Existing Logical Drives

5. A configured array (logical drive)

Create Logical Volume

colors.

A member of a logical volume, representing a logical drive.
Different logical drives are presented using icons of different

Existing Logical Volumes

5- A logical volume

Partition(s) of : 5D8D3IBEB

Il E [ | —

Indiex; 0, Offset: OMB, Size: 14348M8

A partitioned logical
volume is
represented as a
color bar that can be
split into many
segments. Each
color segment
indicates a partition
of a configured
array.

colors.

A member of a logical volume, representing a logical drive.
Different logical drives are presented using icons of different

‘ A logical volume

Host Channel

A host channel

u‘ll

4-6
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Host LUN Mapping

" A logical drive. Different logical drives are presented using
icons of different colors.

‘ A logical volume

Partition(s) of : 5DSDIBER A partitioned array
- |- |7 (I | \olumeis

BRads e = represented as a
color bar that can be
split into many
segments. Each
color segment
indicates a partition
of a configured
array.

Configuration Parameters

No icons are used in the window.

4.5 Event Log Icons

Event Messages

Severity Levels

4] An informational message: Command-processed message
]—I, sent from the firmware

A warning message: System faults

[ H | An alert message: Errors that need immediate attention

Event Type

Type of messages detected by the subsystem. The event view panel
displays icons representing specific categories using the same icons as
those used in the System Information window.

Event Log Icons 4-7
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Chapter 5

Basic Operations

This chapter describes the RAIDWatch GUI screen elements and basic
operations.

¢ Starting RAIDWatch — Section 5.1, page 5-3
= 5.1.1 Under Windows (NT/XP/2000/2003) OSes
¢ Starting RAIDWatch Manager — Section 5.2, page 5-4

= 5.2.1 Locally or via LAN under Windows (NT/2000/XP/2003)
Environments

= 522 For Remote Management via Web Browser (Any
Supported OS)

= 5.2.3 Disconnecting and Refreshing a Connection

¢ Security: Authorized Access Levels — Section 5.3, page 5-7

¢ Look and Feel — Section 5.4, page 5-8

= 5.4.1 Look and Feel Overview
= 5.4.2 Screen Elements
= 54,3 Command Menus

= 5.4.4 Menu Commands
¢ The Array Information Category — Section 5.5, page 5-12

= 5.5.1 Accessing the Enclosure View

= 5.5.2 Using the Enclosure View Window

= 5.5.3 Using the Tasks Under Process Window

= 5.5.4 Using the Logical Drive Information Window

= 55,5 Using the Logical Volume Information Window
=  55.6 Using the Fibre Channel Status Window

= 55.7 Using the System Information Window
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= 5.5.8Using the Statistics Window
¢ The Maintenance Category — Section 5.6, page 5-17

= 5.6.1Accessing the Logical Drives Maintenance Window
= 5.6.2Accessing the Physical Drives Maintenance Window

= 5.6.3Accessing the Task Schedules Maintenance Window
¢ The Configuration Category — Section 5.7, page 5-20

= 5.7.1 Accessing the Create Logical Drive Window

= 5.7.2 Accessing the Existing Logical Drives Window

= 5.7.3 Accessing the Create Logical Volume Window

= 5.7.4 Accessing the Existing Logical Volumes Window
= 5.7.5 Accessing the Channel Window

= 5.7.6 Accessing the Host LUN Mapping Window

= 5.7.7 Accessing the Configuration Parameters Window

¢ Arranging Windows — Section 5.8, page 5-25

5-2 Starting RAIDWatch Agents
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5.1 Starting RAIDWatch Agents

5.1.1 Under Windows (NT/XP/2000/2003) OSes

Once properly installed, the necessary software agents start automatically
under Windows OS each time the host computer is started or reset, e.g.,
RAID Agents and Root Agents. However, the GUI part of RAIDWatch and
the Configuration Client utility need to be manually started.

Since the majority of RAID storage applications require non-stop operation,
the Configuration Client utility, which is used to monitor and report array
conditions, should be installed on a management server installed for 24-7
operation. For a higher level of fault tolerance in case of server failure, the
Configuration Client can be installed onto more than one server. As shown
below, when installing RAIDWatch using the Centralized Management
scheme, a pair of redundant servers can be specified in the installation
wizard prompt. The configuration is done by specifying IP addresses for a
Master Host and a Slave Host.

Note that RAIDWatch must be manually installed (Mode 1 installation:
Centralized Management) onto both the Master and Slave hosts. The
Configuration Client functionality on the Slave host becomes active only
when the Master host fails.

£, Select single orredundancy mi B=] Z¢ 2ment =10 x|

" Redundancy: Master Host

|please input slave-host ip here.

| " Redundancy: Slave Host

Back | Mest | Stop

Figure 5-1: Installation Wizard Prompt: Redundancy Server

Before management can be performed on a particular disk array system, you
need to first establish a connection from your array to the network or a
connection between your array and the directly attached server. Once a
connection is established successfully, management can be started.

The following discusses how to connect to a disk array. Information on
disconnection is provided at the end of this section.
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5.2 Starting RAIDWatch Manager

The management software interface, RAIDWatch Manager, needs to be
started by a network or RAID systems manager regardless of which OS is

being used.

Depending on your setup, you can start RAIDWatch Manager in various

ways.

For both local and remote management, and under various OSes, starting the
program is fairly simple. Please refer to the appropriate sub-sections below
for information.

Default Passwords:

A default password is required for the Information login.

Configuration Maintenance Information
Password previously set | Password you set in the Default is “1234”
for the RAIDWatch

controller/subsystem; “Configuration

press Enter for none Parameters” window

5.2.1 Locally or via LAN under Windows
(NT/2000/XP/2003) Environments

@ NOTE:

If you are using an EonStor subsystem, after connecting to the subsystem,
the Enclosure View showing images of both the front and rear views will

appear.

f’ Step 1.

f’ Step 2.

From the Start menu, select Programs - Infortrend Inc. -
RAIDWatch Manager.

-OR-

Double-click the RAIDWatch Manager icon either in the
group folder or from the desktop if a shortcut was added
during the installation process. The RAIDWatch Manager
Connect to RAID Agent prompt window should appear on the
screen.

Enter the IP address of the disk array system you wish to
manage. You may select to check a Root Agent IP by clicking
the Show Root Agent List button and then select to display the
RAID arrays managed by Root Agents by clicking the
Retrieve IP List button. You may then use the IP Address pull-
down list to display all available IPs.

5-4
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P Address: [ ]

Enable S5L: r

Please DOUBLE CLICK the TARGET 1o connect... -
R
192.168.4.248 ID:294 (&16U-G143)
ID:88 (A1BF-R142)

o

192.168.198.230 ID:FFFFF (A16F-R1AZ)

Figure 5- 3: Retrieve IP List: IPs Managed by Root Agents

f’ Step 3. If you have a specific RAID array’s IP address in mind and
wish only to manage one array, simply enter the IP address to
proceed.

You may select to enable the SSL security option by a single
mouse-click on its check box.

Starting RAIDWatch Manager 5-5
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f? Step 4.

'- |BAID Watch Connech ':'H-f il

IP Address:

|199.199 133299 ]|

Enable SSL: 15|

Fetrieve IP List |

Show Root Agent List |

Fassword: [wai CE
Infortration
(8]24 I Cancel |

Figure 5-4: Connection Prompt

Enter a user name by selecting from the pull-down menu.
Each user name represents an authorized access level. Enter a
password to proceed. Leave it blank if there is no preset
password. Click OK button to start the management session.

5.2.2 For Remote Management via Web Browser (Any
Supported OS)

f? Step 1.

f? Step 2.

Start your web browser and enter the IP address assigned to
the RAID subsystem Ethernet port or that of a RAID-attached
server as your URL (e.g., 210.212.121.123). The IP of a
RAID-attached server is used when the server uses in-band
protocols to communicate with the attached RAID array. After
a brief delay while the Java Applet starts, the RAIDWatch
Manager main connection wizard appears on the screen.

The RAIDWatch management window should start after a
brief moment.

@ NOTE:

In Applet mode, connecting to the second array requires opening
another browser window and entering its IP.

5-6
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5.2.3 Disconnecting and Refreshing a Connection

From the System menu, select Logout.

W A16F- Array (199.199.199.299)

System  Action

Refresh Array (199.199.109.299)

ation

— | Tasks Under Process
—J__ Logical Drive Information
—'_| Lagical Yolume Infarmatian
— 4 Fibra Channel Status
¥ System Information
), Statistics

[lq—&a Maintenance

Ii‘!—ﬁ Configuration

Figure 5-5: Disconnect from a Connected Array

Clicking Logout closes the current software session and returns you to the
Outer Shell window. If you wish to connect to another RAID array, enter
its IP address and then click OK to proceed. Click Cancel to close the
connection prompt and return to the Outer Shell window.

Selecting the Refresh button allows you to re-connect with an array if a
RAID array has been temporarily disconnected; e.g., the RAID array is
being reset or the host links were disconnected for maintenance reasons.

5.3 Security: Authorized Access Levels

Password protection is implemented with the Connection wizard to prevent
unauthorized access to configured arrays. This protection, which is
implemented along with the security access levels, prompts a user for the
station password the first time he or she attempts to connect to a subsystem.

By default, no password is required to access an array using the first two
protection levels, “Configuration” (Administrator) and “Maintenance”
(User). It is recommended to configure passwords for these two access
levels the first time you successfully connect to an array. A default password
is provided with the “Information” login. Information users can monitor
array status and see event messages. A user logging for Maintenance access
can perform maintenance jobs onto configured arrays, and a user logging in

Security: Authorized Access Levels 5-7
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using the Configuration login has full access rights to create, modify, or
delete all related array configurations.

Note that some RAID subsystem/controllers may have been configured with
a password using terminal or LCD keypad utilities. This preset password
can be used for a “Configuration” login. See Chapter 7 for the description
of password setup.

5.4 Look and Feel

5.4.1 Look and Feel Overview

Because RAIDWatch Manager is a Java-based GUI program, it can
accommodate the “look-and-feel” standards of various OSes. At present,
Windows interface appearance is supported.

RAIDWatch Manager will auto-detect and configure to match the OS where
it is currently running.

In the event of a compatibility problem or under an unknown OS or OS
versions, the program will default to the Java look and feel.

Just like other GUI-based applications, RAIDWatch Manager works entirely
with windows, buttons, and menus to facilitate various disk array
operations. These windows follow the standard Windows look-and-feel
specifications, so that manipulating elements and windows within any
RAIDWatch Manager window generally conforms to standard procedures.
The management sessions are best displayed with 1024x768 screen
resolution.

@ NOTE:

Screen captures throughout this document show the Windows look and
feel.

5-8
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5.4.2 Screen Elements

5.4.3

Information/Configuration |
Window

Command Menu

)
= arewy
L) womason
S Ertiosuth iew
™ Tasks Under Process me | u'mm
Navigation Lt
= Logical eve | = | San
Panel B wocssi o RAID | sBoDichizID14)| |
v Fibry Chanol Status .
i oystem inszematon é |
|
- 1
Tuek Gehedules 1
LA cortgurason Dirrvs Sie () 2 RAID Lirest | I
1120 ogcn o) swpesee  [TOTNE] W py = = |
witiaiizaton wir - LOAssignmert  froary Cortoter 5] |
sty Logical Voumes o Fesst
; B’ e - —
EventLog T F —~~ I = e - !
Window B ] ok ) |
— T . )
I
L S ——— |
=

Event Log List/Configuration List
Switch Buttons

Figure 5-6: GUI Screen Elements

The GUI screen can be divided mainly into three separate windows: a tree-
structure Navigation Panel, the Information/Configuration window, and
the Event Log/Config View window at the bottom.

Each informational or configuration window can also be accessed through
the command menus on the upper left corner of the management interface.
At the bottom of the Event Log window, tab buttons allow you to switch the
view to the Configuration View display.

Command Menus

The menu bar shown in Figure 5-7 displays the available menus on the
Outer Shell window. The Outer Shell window contains multiple
management windows each providing access to a connected array.

Outer Shell Window
v

System Language Window Help

3

System  Action
Management ﬁE Array A"
Window = Encle

Figure 5-7: Command Menu Bar

All menus provide a list of commands (shown in Figure 5-9) for invoking
various disk array and display-related operations.

Look and Feel
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5.4.4

Note that the “Command” menu is related to the selected items in each
configuration screen and only appears when a specific configuration item,
e.g., a RAID partition or host LUN entry, is selected by mouse click. An
example is shown below. When a configurable item is selected, the
corresponding command menu and the related commands automatically
appear on the menu bar.

Systerm  Langusge  Window  Help

ﬂ Array |

System  Action | Command
] LUN Mz ta PID
=7 Tad Acld LUN hap to SI0

Host LUN Mapping

Remowe LUM Map ozt LUMECS)

L1

2 o

| Channel ID | 5C3D | LUN 1D Logical DriveA/olume

_T‘ Logical Wolurme Information

Pog Fibre Channel Status

18 qustam Infarmatinn

Figure 5-8: The Command Menu Column

For a summary of commands, see Appendix A, Command Summary.

@ NOTE:

Multiple simultaneous RAIDWatch Managers can connect to one RAID
array.

Menu Commands

The following commands are described in Section 5.4.2 and shown in
Figure 5-9.

Outer Shell Commands

Systermn . Language Window Help

Open Device English Mext Window Ahout

Exit .Ja_p-an Tile All YWhat's this?
Cascade All Help Topic
Hide All
Cloge All

Aoy Array (1 99.199.199.299_]

Figure 5-9: Outer Shell Commands

¢ The Open Device command lets you connect to a RAID array. This
command triggers the connection prompt. Multiple arrays can be
managed each in a separate management window.

¢ The Language items allow you to display on-screen instructions,
commands, messages, and explanatory legends in a different language.

5-10
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The Exit command under the System menu is always available and is
used to end all RAIDWatch Manager sessions at once.

Please refer to 5.8 Arranging Windows for details on the use of the
Window commands.

The Help Topic commands under the Help menu bring up the online
help contents which are implemented in Java Help format. You may
click the What’s this? command, move it across the screen, and
display related information by a second mouse-click on the screen
element you are interested in.

The About command under the Help menu brings up a window that
provides RAIDWatch version information.

Management Window Commands

¢ The Refresh command sends instructions to GUI asking to review the

connection status. The Logout command under the System menu
allows you to disconnect from a controller/subsystem and to end the
software session. This command is only available when RAIDWatch
Manager is currently connected to a RAID array.

The Action menu brings up sub-menus that allow you to access
various options under the three (3) configuration categories:
Information, Maintenance and Configuration.

¢ The Command menu provides different configuration options only
when specific configuration items are selected in a functional display
window.

System Language Window Help

[ Array (199.199.199.299)

’W _ |m Comrnand > ’m
Refresh Infarmation  #|  Enclasure View ] Add LUN Map ta PID
Logout Maintenance »  Tasks Under Process Add LUN Map to SID

Configuration »  Logical Drive Infarmation Remove LUN Map

Logical Yolume Infarmation
Fibre Channel Status
System Information

Statistics

Figure 5-10: Management Window Commands

Look and Feel
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5.5 The Array Information Category

The Array Information category provides easy access to information about
every aspect of system operation.

5.5.1

Enclosure View

Displays the physical view of all major
components, including drive slots and enclosure
components.

Tasks Under
Process

Ongoing tasks being processed by the subsystem,
e.g., array initialization.

Logical Drive
Information

Displays information on all configured arrays,
including the RAID levels applied and the
graphical display of member drive locations.

Logical Volume
Information

Displays information on all configured logical
volumes.

Fibre Channel
Status

Shows information of Fibre host channels,
including link status, WWN port names, node
names, etc.

System Information

A real-time  display of  the RAID
controller/subsystem operation status, including
board temperature, voltage, battery, etc.

Statistics

Graphical and numeric representations of system
performance in terms of cache hits and current
read/write throughput.

To access each information window, single-click its corresponding icon on
the navigation tree located on the upper left of GUI screen.

Accessing the Enclosure View

To open the Enclosure View window, either select the Enclosure icon from
the configuration tree or select the Enclosure command from the Enclosure
View as shown in Figure 5-11. The command allows you to access the
graphical display of the enclosure’s front and rear view window. If multiple
enclosures have been cascaded, you can select a different enclosure by
clicking its tabbed icons as displayed below.

5-12
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Enclosure Pages

Enclosure V‘laf
e,

RAID ‘ JBOD{ChI2,ID:114)

Information Summary

Device | Deszription

Figure 5-11: Enclosure Tabbed Panel

Select an enclosure and start viewing devices in the Enclosure View
window.

5.5.2 Using the Enclosure View Window

Both enclosure windows present a graphical display of different
components. The Enclosure View window is particularly useful in
monitoring the status of the physical drives. It provides a real-time report on
the drive status, using LED colors to represent various operating conditions.

Status LEDs

s, 1 AR
TERNNN

Figure 5-12: Component LED Display

You can also display some information about a particular drive or enclosure
module by placing the mouse pointer on its respective icon. Message tags,
similar to those shown in Figure 5-13, appear.

Enclosure View

RAID | JBOD{ChI:2,1D:113)

R
| Redundant Controller is Scanning
EBEL Disable

Slot: 27, (Chil:2 I0:261 IFT ES A16F-J
< b 3 Size(MB): 76058, Status: Good, Speed: 2.0GE
Information Summary | ;... Fan 1 functioning narmally

Far 0 functioning normelly

Fan 2 functioning normally
DdFan 3 functioning normally

Device

[ Cortralier (CPLEPPCTSN, Cache: 256ME (ECC SDRAM), Firmware:3 41 &, Bootrecoret 31K, Shi 2{Pevwer Supply 0 functioning normmslly
Powver Supply 1 functioning normally

“ 4 Channel Channel O tHost, Fibre, Speed:2 GHz)

“i g Channel Channel 1 (Host, Fibre, Speed: Auto)

“ 4 Channel Channel 3 (RCCOM, Fibre, Speed: &uta)

E Logical Drive 1D TB4B6AAE, RAID 5, S000ME

e Lun (ChHD:D, SCSHOe, LUR:D

Figure 5-13: Component Information Message Tags

This readout displays the current configuration of the drive, including the
channel number of the drive slot on the subsystem to which the drives are
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5.5.3

5.5.4

connected, the drive’s capacity, transfer rate, and current status. The
message tag for enclosure components displays the operating status.

The Information Summary window displays key information on the
subsystem currently selected, including the RAID controller(s), /O
channels, and LUN mapping status.

Using the Tasks Under Process Window

The Tasks Under Process window reminds you of unfinished tasks being
processed by a subsystem. The start time and percentage of progress are also
displayed on screen.

Task status

Task Description

i |Drive: 22 Media Scan.

Figure 5-14: Task Status Window

Using the Logical Drive Information Window

The Logical Drive Information window provides the configuration,
management, and monitoring functions available in RAIDWatch. The
Logical Drive View window includes three sub-windows: Logical Drive
Status, Front View, and Logical Drive Message.

Logical Drive Status

] RAID Lewel Size (MB) Status
RAID 1 300 Gaod,
MRAID TEOSE Good,

Partition(s) of LD: B&1ESAB

‘FU

&

Logical Drive Message

D | Time: | Description
BE1ESAE [2004110A3 09:20:09 |LG:2 Logical Drive NOTICE: Starting Creation (Primary in sidt &)
BE1ESAB [2004710n3 na:20:08 |creation of Lagical Drive 2 Completed (Primary in sict A)

Figure 5-15: Logical Drive information

Logical Drive Status: This sub-window displays information on configured
arrays (logical drives) showing a unique array ID, RAID level, capacity,
array status and a name that can be manually assigned.

Front View: This sub-window helps you to quickly identify configured
arrays by the physical locations of their members. Different arrays are
distinguished by different colors. When any member drive is selected by a
mouse click, the rest of the array’s members will be highlighted by bright
blue lines, indicating they are members of the selected array.

5-14
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Formation of logical partitions is displayed next to the Front View window.

Logical Drive Message: Messages related to a selected array are
automatically listed at the bottom of the screen.

5.5.5 Using the Logical Volume Information Window

The Logical Volume Information window provides the configuration of a
configured volume. The Logical Volume Information window includes three
sub-windows: Logical Volume Status, Member Logical Drive(s), and
Related Information.

&4 Enclosure View

B s ke asy Logical Volume Status

E Logical Drive Information D | Size (MB)
= [317FSFED |z8370

1 42013 300

" Flare Channel Status

4 system Information

Statistics . .
. Member Logical Drive(s)
- Maintenance

- Physical Drives

[ Logical Drives Il ID: 6BECETEE, Size: THO05EME, NRAID
Partition{s) of LV: 1869F0Ad

E== TaskSchedules 70

sy Configuration

[ Create Lagical Diive
ET‘ Existing Logical Drives
[ create Logical Volume

Related Information
Existing Logical Yolumes

4, Channel D Time: [ Description

2. HostLUN Mapping EECE7ER [2004A0A8 101301 |LiG:1 NOTICE: CHL:2 I0:37 Starting Media Scan (Primary in sit &)

FRECETER 2004 0AE 101523 |G NOTICE: Media Scan of CHL:2 ID:37 Completed (Primary in siat &)
I

M ronficirstion Paramatare =

Figure 5-16: Logical Volume Information

5.5.6 Using the Fibre Channel Status Window

The Fibre Channel Status window displays information on the Fibre host
channel ID, connection speed, host-side connection protocols (topology),
link status, WWPN port name and WWNN node name, loop IDs, and Fibre
Channel address. The corresponding icon turns gray and is disabled if
RAIDWatch operates with a SCSI or iSCSI host subsystem. This
information is useful when configuring a subsystem for a heterogeneous
environment such as a storage network operating with multiple hosts and
applications.
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— < Enclosure Yiew |

—F Tasks Under Process Fibre Channels

—E Logical Drive Infarmation Channel 0 (Host, Fibre, iD: Speed: )

_T| Logical Walume Infarmation Channel 1 {Host, Fibre, 1D: 101,102,108, 109, 95 100,110, 111, Speed: )
—

—}0 System Information

_UL[I_ Statistics

L gt Waintnance Channel Status

— L Logical Drives Topology Loop
U@ Physical Drives Speed
L-E== TaskSchedules Link Status Link Down

}Lﬁ Configuration WWPHN Port Name 2100000023F00233
— [J Create Logical Drive WWHNN Node Name 2000000023F00233
7[:]‘ Existing Logical Drives Loop ID

—m, Create Logical Valume

—EE\ Existing Logical Yolumes Refresh

Figure 5-17: Fibre Channel Status Window

5.5.7 Using the System Information Window

The System Information window provides key information about the
RAID subsystem and the RAID controller unit that powers the subsystem.
Enclosure information includes the operating status of power supply,
temperature sensors, and cooling fan units. Controller information includes
CPU, firmware/boot record version, serial number, CPU and board
temperature, voltage, and status of the battery. This window has no
configuration options.
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= | CPU Type: PPc7s0 =
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[ Fibre Channel Status =l (1) Power Supply 0 Fower supply functioning narmally
— m Informat || () Power Supply 1 Pawer supply functioning narmaly
LR, statistis e I Fan 0 Fan functioning normally
: | 0 Fan Fan functioning norrraly
A4l waintenance ﬁ.-\?,ﬂ Fan2 Fan funclioning normally
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I . creats Logical Drive S| (11) Power Suppty 0 Pawer supply maltunctioning
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LI configuration Parameters S | Temperature Sensor 2 4s0c Temp. wihin safe range
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Figure 5-18: System Information Window

5.5.8 Using the Statistics Window

Select the Statistics window in the configuration tree, and start calculating
“Cache Dirty” rate or “Disk Read/Write Performance” by clicking either or
both of the check boxes.
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Figure 5-19: Performance Statistics Window

Cache Dirty (%)

If you select Cache Dirty (%), a window similar to the one shown in Figure
5-19 will appear. The percentage of the cache block in use is displayed in
numbers and the cache hits average is displayed as a graph. The Cache
Dirty rate provides cached writes data over the last few minutes and
indicates data caching consistency and frequency.

Disk Read/Write Performance (MB/s)

If you select Disk R/W, a window similar to the one shown in Figure 5-19
will appear showing the read/write performance. A real-time view of current
activity is provided as a graph and the performance data is constantly
updated and displayed as MB/s.

5.6 The Maintenance Category

The Maintenance category provides access to logical and physical drives
and performs maintenance functions that help ensure the integrity of the
configured arrays. The operation of the Maintenance window also includes
access through the Navigation Panel and a functional window.

5.6.1 Accessing the Logical Drives Maintenance
Window

To open the Logical Drives Maintenance window, either select the Logical
Drives icon from the navigation tree shown in Figure 5-20 or select through
the Command menus on the top of the screen.

When the Logical Drives window is opened, the screen shown in Figure 5-
21 should appear.
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Figure 5-20: Accessing Maintenance Commands
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Figure 5-21: Maintenance - Logical Drives

There are three sub-windows in the Logical Drives (Maintenance mode)
window:

¢ The Logical Drives window provides a list of all configured
arrays. Use a single mouse-click to select the logical drive you
wish to perform maintenance tasks on.

¢ The Front View window allows you to see the locations of logical
drives. Note that a logical drive is selected by a single mouse-
click from the list of configured arrays on the upper screen.

¢ The Functions window provides configuration options for
maintenance tasks and the buttons which start a maintenance task.

5.6.2 Accessing the Physical Drives Maintenance
Window

To open the Physical Drives Maintenance window, either select the Physical
Drives icon from under the Maintenance category of the navigation panel
shown below or select through the Command menus on the top of the GUI
screen.
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Figure 5-22: Maintenance - Physical Drives

There are two sub-windows in the Physical Drives (Maintenance mode)
window:

¢ The Front View window allows you to select a hard drive to
perform maintenance tasks on. A selected drive is highlighted by
bright blue lines, and its slot number is shown in the Functions
window in the Selected Drive Slot field.

¢ The Functions window provides configuration options with
maintenance tasks and an OK button to apply the configuration.

5.6.3 Accessing the Task Schedules Maintenance
Window

To open the Task Schedules maintenance window, either select the related
icon from under the navigation panel or select through the Command menus
at the top of the RAIDWatch screen.

| Task Schedules

D Type Stord Tire Feriod Descriptcr

2004-04-16 17:08

Configure Task Schedule

RAID |
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! |— Execite Media Scan on sl deglinslion emants concurrertly
Medis Scan destingtion b [olected st |
Progety.  fLewe ¥

Perige Exceculion Crice ™ ]

sy |

Figure 5-23: Task Schedules Window

To begin using the Task Schedule functionality, right-click to display the
Add New Schedule Task command.

There are two sub-windows in the Task Schedules (Maintenance mode)
window:

¢ The Task Schedules window displays previously configured
schedules that are now being held in NVRAM.
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¢ The Configure Task Schedule window allows you to select a
hard drive or logical drive to perform a scheduled task on. A
selected drive or logical drive is highlighted by bright blue lines,
and its related configuration options are displayed on the selection
boxes on the right of the screen.

¢ The Apply button allows you to complete the process and add the
schedule.

5.7 The Configuration Category

This category contains functional windows that allow you to create logical
configurations and set appropriate configuration settings for system
operations. This category is available only when logging in using the
Configuration access with the correct password.

This category leads to the following seven functional windows:
¢ Create Logical Drive
¢ Existing Logical Drives
¢ Create Logical Drive
¢ Existing Logical Volumes
¢ Host Channel
¢ Host LUN Mapping

¢ Configuration Parameters

5.7.1 Accessing the Create Logical Drive Window

To open the Create Logical Drive window, either select the related icon
from under the navigation panel or select through the Command menus on
top of the RAIDWatch screen.

The basic rules for using the functional elements in the Create Logical Drive
window are:

¢ This window uses a parallel display principle. To create a logical
drive, select its members from the Front View window each by a
single mouse-click. The Selected Members window then displays
the disk drives’ slot IDs and sizes.

¢ The Configuration view also employs an up-then-down pattern
with the configuration process. Important logical drive
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characteristics are set using the pull-down menus at the lower part
of the Configuration screen. The creation procedure is completed
by clicking the OK button at the bottom of the screen.

¢ A selected physical drive is highlighted by bright blue lines; a
second mouse-click on it deselects the drive.

Create Logical Drive |

Front View | Selected Members |

RAID | JBOD(ChI0,ID:16) | JBOD(ChL:0.ID:32) | Sict Sa= ()

0 200

E 200

7 200

7 200

7 200

7 200
7
7

200
200

RAID Levet lm Drive Size (MBY QD.D.

Write Policy. m Stripe Size: 16K =

wassgmert oo E] eeizeon r—
OK Reset

Figure 5-24: Selecting Members for a New Logical Drive

5.7.2 Accessing the Existing Logical Drives Window

To open the Existing Logical Drives window, either select the related icon
from under the navigation panel or select through the Command menus on
top of the RAIDWatch screen.

The basic rules for using the functional elements in the Existing Logical
Drives window are:

¢ This window also uses a parallel display and the up-then-down
principle.  To start configuring an existing array, select a
configured array from the LD list above. Locations of its members
are automatically displayed, and then the available functions are
displayed in the Functions window.

¢ This window contains three edit commands that can be triggered
by right-clicking your mouse button.
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Figure 5-25: Existing Logical Drives Window

Accessing the Create Logical Volume Window

This window uses the same operation flow as that applied in the Create
Logical Drive window.

To open the Create Logical Volume window, either select the related icon
from under the navigation panel or select through the Command menus on
the top of the RAIDWatch screen.

Accessing the Existing Logical Volumes Window

This window uses the same operation flow as that applied in the Existing
Logical Volumes window.

To open the Existing Logical Volume window, either select the related icon
from under the navigation panel or select through the Command menus on
the top of the RAIDWatch screen.

@ NOTE:

This window also contains Edit mode commands that are only
accessible by a mouse right-click.

Accessing the Channel Window

The Channel window allows you to change host or drive port data rate,
channel mode (EonRAID 2510FS only), and to add or remove channel 1Ds.

To open the Channel window, either select the related icon from under the
navigation panel or select through the Command menus on the top of the
RAIDWatch screen.

Two pages, Parameters and ID, display on the right of the Channel screen.
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Figure 5-26: Channel Window

Mode Name:  200000D023F00233

Forthame:  210000D023F00233

On the Parameters page, channel mode, current data rate, default data rate
and current transfer width are displayed.

Channel Mode: Only applicable on the EonRAID 2510FS series. This
option allows you to change the 1/0 channel operating mode. The channel
mode selections can be: host, drive, RCC, drive +RCC.

Default Data Rate: Should only be applied with limitations on current
configuration, e.g., when optical cables and adapters are running on
different wavelengths.

The ID page allows you to add or remove IDs by selecting or deselecting 1D
boxes.
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Figure 5-27: Host Channel ID Settings

Be sure to click Apply for the configuration to take effect.

@ NOTE:

Changing the channel mode or adding/removing IDs requires resetting
the controller/subsystem.
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5.7.6 Accessing the Host LUN Mapping Window

The Host LUN Mapping window allows you to associate configured arrays
with host channel IDs or LUN numbers.

To open the Host LUN Mapping window, either select the related icon
from under the navigation panel or select through the Command menus on
the top of the RAIDWatch screen.

This window allows you to create LUN masking entries with host LUN
mapping when access control over a Fibre Channel network is necessary.

¢ The Host LUN Mapping window contains four sub-windows:
Host LUN(s), WWN Names(s), and Logical Drive(s) or
Volume(s).

¢ This window also contains a right-click menu that creates
association with either a Primary Controller ID or a Secondary
Controller ID.
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Host LUN Mapping
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t L]_,i. Cramle Logical Volme | e
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| L’L?. Edsting Logical Vonanes
% 4 Host Channel
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Logical Drive(s) or Volume(s)
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10 SFCCABED, Size: SOOME

Figure 5-28: Host LUN Mapping Right-click Menu

5.7.7 Accessing the Configuration Parameters

Window

The Configuration Parameters window allows you to change various system
preferences options.

To open the Configuration Parameters window, either select the related
icon from under the navigation panel or select through the Command menus
on the top of the RAIDWatch screen.

This window uses tabbed panels to provide access to the functional sub-
windows. Each sub-window provides configurable options using check
boxes, check circles, or pull-down menus. The configuration process is
completed by clicking Apply. A mixture of message prompts, file path
windows, text fields, and confirm boxes ensures ease of use.
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5.8 Arranging Windows

Each array configuration window is enveloped in a system view window.
The top screen Window menu provides you with commands for rearranging
the currently open RAIDWatch Manager windows. You can manually
manipulate the window frames to display them as you like, or use the Next
Window, Tile All, Cascade All, Hide All, Close All commands under the
Window menu to arrange open windows. You may also select each

connected array by clicking the listed arrays at the bottom of the Window
menu.

waes | Sevrty [ tie |
b [ 0| Il oom0ra00inmie conole vieseion Compited

Evént Log List | Comfiguration List

Figure 5-29: The “Outer Shell” System View Window

5.9 Multi-array Management

Management of multiple arrays is allowed by clicking the Open Device
command under the System menu. The Exit command ends the RAIDWatch
manager session with all configured arrays. Clicking the Open Device

command is followed by a connection wizard prompt. Multiple management
windows can be opened.
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Figure 5-30: Opening Device for Multi-Array Management
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Chapter 6
RAIDWatch Considerations

This chapter introduces the following topics:
¢ Background Information — Section 6.1 on Page 6-2
¢ Definition of Terms — Section 6.2 on Page 6-2
¢ Operating with Spare Drives — Section 6.3 on Page 6-3
¢ Operating without Spare Drives — Section 6.4 on Page 6-3

¢ Before You Start — Section 6.5 on Page 6-4

Background Information 6-1



RAIDWatch User’s Manual

6.1 Background Information

Redundant Arrays of Independent Disks (RAID) is a storage technology
used to improve the processing capability of storage systems. This
technology is designed to provide reliability (i.e., “fault tolerance”) in
disk array systems and to take advantage of the performance gains
multiple disks can offer.

RAID comes with a redundancy feature that ensures fault-tolerant,
uninterrupted disk storage operations. In the event of a disk failure, disk
access will still continue normally with the failure transparent to the host
system.

RAID has several levels and multi-level configurations including RAID
10, 30, and 50. RAID levels 1, 3 and 5 are the most commonly used
levels, while RAID levels 2 and 4 are less popular. Appendix C, RAID
Levels, gives information about these levels and the benefits of each.

Infortrend disk array controllers support hot-swapping so that a failed
drive can be replaced while the disk array system continues to function.
Spares can also be assigned so that, as soon as a drive fails, the spare is
automatically configured into the array and reconstruction will
commence.

6.2 Definition of Terms

This section describes some of the disk array terms used in this
documentation.

¢ Physical drives. These are the actual drives installed into the
enclosure drive slots. These drives are displayed in Enclosure View
and the Front View of different configuration windows.

¢ Spare drives. These are physical drives that serve as backups.
When a drive fails, the spare automatically joins the array and data
reconstruction commences immediately. Dedicated and Global
Spares are shown in different colors. A Dedicated Spare appears in
the same color as other members of the logical drive it belongs to.
A Global Spare uses the default color (black). Both Dedicated and
Global Spares have an orange cross superimposed on them.

¢ Replacement drives. These are physical drives that are manually
configured into the array to replace failed drives. In the absence of
spare drives, you will need to use replacement drives to replace
defective drives before rebuilding. If a spare drive has been used to

6-2
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rebuild the array, you will also need to replace the failed drive
manually to create another spare in case another drive fails.

¢ Failed drives. These are physical drives that fail due to some type
of error. Failed drives appear with red LED marks on their
respective icons.

¢ Logical drives. Logical drives are the combinations of multiple
physical drives. Combining physical drives into logical drives gives
you a disk array with a certain RAID level. To view logical drives,
select “Existing Logical Drives” under the navigation menu tree.

¢ Logical volumes. Volumes are the combinations of several logical
drives. Combining logical drives into logical volumes gives you a
single logical unit with even larger capacity. Logical volumes or
their partitions are mapped to various host LUNs. To view logical
volumes, select “Existing Logical Volumes” under the navigation
menu tree.

6.3 Operating with Spare Drives

You can assign spare drives to a particular logical drive to serve as
backup drives. When a drive fails within the logical drive, one of the
spares will be automatically configured into the logical drive, and data
reconstruction onto it will immediately commence.

The following are guidelines for disk failure recovery when a spare drive
is available:

¢ |f a spare drive exists in the same logical drive, the controller will
automatically mount the spare drive and start rebuilding data in the
background.

¢ Depending on system design, it may be possible to remove a
defective drive and replace it with a new drive without shutting
down the system (hot-swapping). All EonStor subsystems support
drive hot-swapping.

¢ The replacement drive must then be assigned as a new spare drive.

6.4 Operating without Spare Drives

The following are guidelines for disk failure recovery when a spare drive
is not available:
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¢ Depending on the design of the system, it may be possible to
remove a defective drive and replace it with a new drive without
shutting down the system (hot-swapping). All EonStor subsystems
support drive hot-swapping.

¢ |f the replacement drive is installed on the same channel and 1D
(the original drive slot where the faulty drive was), you can then
proceed with data rebuilding.

¢ If the replacement drive is installed on a different channel or 1D
(different drive slot) or the periodic drive scan function has been
disabled, you need to scan in the new drive first, and then assign it
as a spare drive of the logical drive which had a drive failure. Data
rebuilding will have to be manually initiated.

@ IMPORTANT!

Although the RAID system provides uninterrupted disk access even after a
disk failure, do not leave a failed drive unattended. Without replacement,
the system will not survive a second physical drive failure on the same
logical drive. A defective drive must be promptly replaced and data
rebuilt.

& CAUTION!

When performing hot-swapping, be sure to remove only the defective
drive. Removing the wrong drive will result in complete, unrecoverable
data loss. Use the Enclosure View window or Logical Drive Information
window to locate exactly which physical drive has failed.

6.5 Before You Start

RAIDWatch Manager comes with password protection that prevents
unauthorized modification of the disk array configuration. During each
attempt at modifying the system configuration, the configuration will
require the correct password before proceeding.

By default, the RAIDWatch Manager station comes with a password for
login as an Information viewer. For information on how to set a password
and other security features, see the Setting Up Security section of
Chapter 5, Basic Operations.
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Chapter 7

Configuration Parameters

RAIDWatch Manager enables you to modify the configuration of the disk
array controller from your manager console. This chapter describes the
following subsystem configuration features:

¢ Accessing Configuration Parameters Options - Section 7.1 on
page 7-2

¢  Communications — Section 7.2 on page 7-3

¢  Controller — Section 7.3 on page 7-4

¢ System — Section 7.4 on page 7-6

¢  Password — Section 7.5 on page 7-7

¢  Threshold — Section 7.6 on page 7-8

¢  Redundant Controller Settings - Section 7.7 on page 7-10
¢  Event Triggered Operations — Section 7.8 on page 7-12

¢ Other - Section 7.9 on page 7-13

Accessing Configuration Parameters Options 7-1



RAIDWatch User’s Manual

7.1 Accessing Configuration Parameters Options

To access controller configuration options, either use the Configuration
category icons on the Navigation Tree or select the Configuration
Parameters command from the command menu to open the Configuration
Parameters. The configuration window contains many options that are
directly related to array performance, and should be configured before

creating logical arrays. (See Figure 7-1)
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Figure 7-1: Opening the Configuration Parameters Window

The following is a complete list of configuration controls and optional
menus that you will have available once the Configuration Parameters

option has been selected.

More information about many of these variables is available in the controller

hardware and firmware documentation.
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7.2 Communications

To configure the Communication options, select the Communication page,
as shown in Figure 7-2, from the Configuration Parameters window.

Configuration Parameters

Communication | Cuntmllerl Systeml Passwurdl Threshnldl Redun

rR5232 Port
& comi O 1
() comz Terminal Emulation:  [SEEIEs n
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I384DD hd I

retwark Interface
@& Lano ~LAN O -- DOD0Z3000233

@ static () DHCP (O RarP (B BOOTP

IP Address: I
Subnet Mask: I
Default Gateway: I

Apply |

Figure 7-2: The Communication Page

RS-232C Port

Infortrend RAID subsystems/controllers come with one or two serial ports.
Before proceeding with configuration, first select COM1 or COM2 by a
single mouse click.

¢ Terminal emulation. Allows you to enable or disable the terminal
emulation option. If you want to connect the COM port to a computer
running terminal emulation, enable the option and set the identical
baud rate to the computer COM port.

¢ Baud rate. Allows you to control the serial port baud rate. Select an
appropriate value from the pull-down menu.

Network Interface

Depending on your network setting, select a protocol selection circle to
obtain adequate TCP/IP support. This column is used to configure the
subsystem's Ethernet port. If the Static box is selected, consult your network
administrator for appropriate IP address, subnet mask and gateway values.

Click Apply for the configurations to take effect.
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7.3 Controller

“Controller” here refers to the RAID controller unit, which is the main
processing unit of a RAID subsystem. The configuration window contains
two sub-windows: “Caching” and “Controller Parameters.” To configure the
controller’s caching behaviors, select an appropriate value from each of the
pull-down menus, as shown in Figure 7-3.

Configuration Parameters

Communication Cuntrnllerl Systeml Passwurdl Threshold | Redun

—Caching Parameter

Wirite-Back Cache: IEnabIed vl
Qptimization: IRandom [[a] - I
Sync Period (Sec): IContinunus hd I

Cortroller Parameter

Cantraller Marme: INIA

Unigue ldentifier{HEX): INDtDeﬂned

Tirne Zone(GMT): |+DEI:EIU 7'

Diate/Time: [2004-10-05 1411 =

SDRAM ECC: IEnabIed -]

Apply |

Figure 7-3: The Controller Page

The data cache can be configured for optimal I/O performance using the
following variables:

Caching Parameters
¢ Write-Back Cache

= Enabled, Host Writes are cached before being distributed to
hard drives. Improves write performance, but may require
battery backup support for data integrity in a case power outage
occurs.

= Disabled, Cache Write-Through. Used primarily if no cache
battery backup is installed and there is increased likelihood of a
power failure.

¢ Optimization Policy
= Optimization for Random 1/O. More common setting. Use this

option for environments (e.g., database maintenance) with
smaller /O transactions.
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=  Optimization for Sequential 1/0. Used for large 1/0
environments such as video recording and editing. Particularly
useful where 1/0 read/write must be in sequential order.

¢ Sync. Period

This option allows you to select the desired interval for the partner
controllers in a dual-controller configuration to synchronize (mirror-
copy) their cached data. RAID controllers have defaults for this;
however, this option provides more choices with the sync. period.

Controller Parameters

¢ Controller Name

A manually entered nickname for the RAID controller. This name
can also be used to recognize a RAID subsystem in an environment
where multiple RAID subsystems reside.

+ Unique Identifier (HEX)

This is a MUST for subsystem configuration, especially for those
with dual-controllers or Fibre host ports. The unique ID is integrated
as unique Fibre Channel node name and port names. In the event of
controller failover and failback, this 1D helps host-side initiators to
identify a RAID subsystem.

¢ Time Zone(GMT)

GMT (Greenwich Mean Time) is used with a 24-hour clock. To
change the clock to your local time zone, select a time from the
drop-down menu. Choose the hour later than the Greenwich mean
time following a plus (+) sign. For example, enter “+9” for Japanese
time zone.

¢ Date/Time

Enter time and date in their numeric representatives in the following
order: month, day, hour, minute, and the year.

¢+ SDRAM ECC

If the DIMM module installed for data caching supports ECC, you
may select to enable or disable the error check function here.

When preferences have been set with the configurations above, click
Apply to make the changes.

Controller
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7.4 System

To access the System-specific functions, select the System page, as shown in
Figure 7-4, from the Configuration Parameters window.

Configuration Parameters

Cnmmunicatiunl Controller System | Password | Threshold | Redund

_SYS‘tclll

G Mute Beeper
G Resetthe controller

G Shutdown Cantroller

rDovvrnlosd FUplozd

() Download Fw () Download FW+ER
G Download MNWRAM from Host Disk G Upload MYREAM to Host Dis

() Save NVRAM to Disk () Restore MYRAM from Disk

Apply |

Figure 7-4: The System Page

Each function is executed by a two-step procedure: Click the select button
of the function you wish to perform and click the “Apply” button for the
configuration to take effect.

System Functions

+ Mute Beeper. Turns the beeper off temporarily for the current event.

The beeper will still be activated by the next event. Be sure that you
have checked carefully to determine the cause of the event.

Reset Controller. Resets the subsystem without powering off.
Shutdown Controller. This prepares the subsystem to be powered

off. This function flushes the unfinished writes still cached in
controller memory making it safe to turn off the subsystem.

Download/Upload

¢ Download FW. Subsystem firmware can be upgraded using the

existing management connection (whether Ethernet or in-band).
Provide the firmware filename using the file location prompt.
RAIDWatch will start to download the firmware. Find an
appropriate time to temporarily stop the access from host systems,
then reset the controller in order to use the new downloaded
firmware.

7-6
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¢ Download FW+BR. This allows you to download the firmware and
boot record together. It may not be necessary to upgrade the boot
record each time you update your firmware binaries. Please refer to
the readme text file that came with each firmware version.

¢ Download NVRAM from Host Disk. The subsystem configuration is
saved in NVRAM and can be saved to a system drive. This function
allows you to retrieve a previously saved configuration profile from
a system disk.

¢ Upload NVRAM to Host Disk. This allows you to backup your
controller-dependent configuration information to a system drive.
We strongly recommend using this function to save the
configuration profile whenever a configuration change is made.

¢ Save NVRAM to Disk. The configuration profile can also be saved
to array hard drives. Each array hard drive will have a replica of the
NVRAM backup in its reserved space so that when a drive fails or is
being regrouped, the backup remains intact.

¢ Restore NVRAM from Disk. Retrieve the previously saved NVRAM
backup from array hard drives.

Click Apply for the configuration to take effect.

All of the Download functions will prompt for a file source from the current
workstation. Upload NVRAM will prompt for a file destination at the
current workstation.

7.5 Password

To configure different levels of the Access authorization Password, select
the Password page, as shown in Figure 7-5, from the Configuration
Parameter window.

Configuration Parameters

Cummunicatiunl Cuntrullerl System Password | Threshold Redundantl Triggerl Otherl

rhaintenance password onfiguration passward

Mew Password: I Mew Password: I
Caonfirm Passward: I Canfirrm Passward: I

Ol | QK |

Figure 7-5: The Password Page

Password
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Maintenance Password

Users logging in using the Maintainance password will be able to access the
first two configuration categories, Information and Maintenance. You may
set the password here and click OK for the change to take effect.

Configuration Password

Users logging in using the Configuration password have full access to all
configuration options. A super-user has the right to access all three
configuration categories on the navigation tree. You may set the
Configuration password here and click OK for the change to take effect.

7.6 Threshold

To access the event threshold options, click the Threshold page in the
Configuration Parameters window.

This window allows you to change the preset values on thresholds used to
monitor the condition of the RAID controller unit(s) in your subsystem. For
example, these threshold values can be changed if the controller operates in
a system enclosure where the upper or lower limit on ambient temperature is
much higher or lower than that on the RAID controller. Adjusting the
default thresholds can coordinate the controller status monitoring with that
of the system enclosure.

It is not recommended to change the threshold values unless out-of-normal
conditions are expected on the installation site.

Configuration Parameters

Cummunicatiunl Cuntrullerl Systeml Password Threshold | Redundantl Triggerl Otherl

Device Mame | Current Value | Min % alue | Max Walue |

Default] 0C ) Default] 90 C )

Stal

Tetng. wit

: Default{ 0C ) Defaultf S0C ) Temp. within =afe rs

:v] | +3.3% Value 53285 Y Default] 2.9% ) Default] 3.6 % ) oltage within acce|

= .\r] | +54 Walue S019y Default] 4.5% ) Defaultl 5.5% ) “oltage within acoe|

H = ;u] | +12% Value 12077 W Default] 108 ) Default] 13.2% ) Yaoltage within acce|

Figure 7-6: The Threshold Page

To change the threshold values on a specific monitored item, for example,
the CPU Temp Sensor, right-click on the item. The Configuration button
will prompt. (See Figure 7-6) Left-click on the Configuration button to
bring up the configuration prompt window. (See Figure 7-7)
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Configuration Parameters

Communicationl Contrullerl Sysieml Password Threshold | Redundantl T

| Dievice Mame | Currert value I Min W alue I M
| |'r] CPU Temp Sensar 375 C Defauft( 0C ) Default] SC
| |-r] Board Temp Senzor 50C Default{ 0 C ) Defautt] SC
| |v] +3.3% Value 3288 Y Defaultl 2.9% ) Defaut] 3.0
| (V|| +5Y Yalue R EERY Defaulti 4.5 % ) Defautti 5.
| |v] ] +12V Walue 12077 Y Default 105% ) |Defaut( 12

x|

—CPU Tetnp Sensor
Lower Threshold (from 0 to 20 o]
Upper Threshold ¢from 50 to 100y |30

Dizabled: setto -1

Apply Default | Cancel |

Figure 7-7: The Threshold Configuration Prompt Window

A WARNING!

The upper or lower thresholds can also be disabled by entering “-1”" in
the threshold field. However, users who disable the thresholds do this at
their own risk. The controller(s) will not report condition warning when
the original thresholds are exceeded.

You may then enter a value in either the lower or upper threshold field.

2
3’ NOTE:

If a value exceeding the safety range is entered, an error message will
prompt and the new parameter will be ignored.

Click Apply for the configuration change to take effect.
Click Default to restore the default values for both thresholds.

Click Cancel to cancel this action and go back to the Threshold page in
Configuration Parameter window.

Threshold
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7.7 Redundant Controller Settings

Configuration Parameters

Cummunicatiunl Cuntrullerl Systeml Passwnrdl Threshold Redundantl Triggell Otherl

Redundant Controller Communication Channel: Fibre Channel

Secondary Contrallar RS-232 Terminal: Ershled W

Remaoate Redundant Controller: Dizabled +

Cache Synchronization on Write-Through: Enzhbled =

Adaptive Write Paolicy: Dizabled »

Apply

iijiy

Figure 7-8: The Redundant Page

This sub-window contains configuration options related to redundant
controller configurations. (See Figure 7-8) This “Redundant” page only
displays if your controller/subsystem comes with dual-redundant RAID
controllers.

¢ Secondary Controller RS-232 Terminal: In a redundant controller
configuration, the RS-232C port on the Secondary controller is
normally nonfunctional. Enable this function if you wish to use the
port for debugging purposes.

Z

NOTE:
Access to the Secondary controller only allows you to see controller
settings. In a redundant configuration, configuration changes have to be
made through the Primary controller.

¢ Remote Redundant Controller: You can enable or disable the
remote management on the redundant controller.

¢ Cache Synchronization on Write-Through: If redundant
controllers work with Write-Back caching, it is necessary to
synchronize the unfinished writes in both controllers’ memory.
Cache synchronization lets each controller keep a replica of the
unfinished writes on its partner, so that if one of the controllers fails,
the surviving controller can finish the writes.

If controllers are operating using the Write-Through caching mode,
the synchronized cache operation can be manually disabled to save
system resources and achieve better performance.

7-10
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2

NOTE:

If sync. cache is disabled, the configuration changes made through the
Primary controller is still communicated to the Secondary controller.

¢ Adaptive Write Policy: Firmware is embedded with intelligent
algorithms to detect and to adapt the array’s caching mode to the 1/0
requests characteristics. The capability is described as follows:

1. When enabled, the adaptive write policy optimizes array
performance for sequential writes.

2. The adaptive policy temporarily disables an array’s write-caching
algorithm when handling sequential writes. Write-caching can be
unnecessary with sequential writes so that write requests can be
more efficiently fulfilled by writing data onto disk drives in the
order in which they are received.

3. The adaptive policy changes the preset write policy of an array
when handling 1/0Os with heterogeneous characteristics. If the
firmware determines it is receiving write requests in sequential
order, the write-caching algorithm is disabled on the target logical
drives.

If subsequent I/Os are fragmented and received randomly, the
firmware automatically restores the original write-cache policy of
the target logical drives.

Adaptation for Redundant Controller Operation

4. If arrays managed by a redundant-controller configuration are
configured to operate with write-back caching, cached data will be
constantly synchronized between the partner controllers. Upon
receiving sequential writes, the firmware disables write-caching on
target arrays and also the synchronized cache operation.

@ IMPORTANT!

The Adaptive Write Policy is applicable to subsystems working under normal
conditions. For example, if a drive fails in an array, the firmware
automatically restores the array’s original write policy.

For the setting to take effect, click Apply.
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7.8 Event Triggered Operations

Configuration Parameters

Cummunicatiunl Cuntrullerl Systeml Passwurdl Threshold | Redundant Trigger
[T Controller Failure

[~ BBL Lowwer ar Failure

[ UFS Auxiliary Power Loss

[~ Foweer Supply Failed

[~ FanFailure

[ Temperature excesds threshold

Apply |

Figure 7-9: The Trigger Page

To reduce the chance of data loss caused by hardware failure, the
controller/subsystem can automatically commence an auto cache flush upon
the detection of the following conditions. When cache contents are forced to
be distributed to hard drives, the Write-Back caching mode is also switched
to the Write-Through mode.

1. Controller Failure

2. BBU Lower or Failure

3. UPS Auxiliary Power Loss

4. Power Supply Failed (single PSU failure)
5. Fan Failure

6. Temperature Exceeds Threshold

Select the check box of the events for which you wish the
controller/subsystem to commence the cache flush.

Z

NOTE:

The thresholds on temperature refer to the defaults set for “RAID
controller board temperature.”
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7.9 Other

I/0 channel host-side, drive-side, and rebuild priority options are included in
the Other sub-window. To configure these configuration options, select the
Other page, as shown in Figure 7-10, from the Configuration Parameters
window.

Configuration Parameters

CommunicationlControllerlSys‘temlP lehr } "|." lundant| Trigger Othl!fl

~Drive-Side Parameter
Disk Access Delay Time{Sec): 25 w | Disk VO Timeout{Sec): 30.0 o

Auto-Assign Global Spare Drive: IDisabIed ¥ | Drive Fail Swap Check Period(Sec): 50 -

Dirive Check Period(Sec): 5.0 ¥ | SAF-TEISES Device Check Periodi{Sec): IS.D B l

SCEI Matar Spin Up: IDisabled w | Maximum Tag Count 16 >
SMART: IDisabIed 2
rHost-Sicle Parameter rDisk-Array Parameter
Maximum Queued KO Count. |32 v Rebuild Priarity: INnrmaI j'
WWirite Werify on Normal Access: Disabled | ¥
LUMs per Host SCS1 1D: |a LUNis vl i I sane :,
Wirite Werify on LD Rebuild: ID\sabled - l
Wirite Yerify on LD Initialization: ID\sabled v l
Maximum Drive Response Timeout {ms): 160 52

Apply |

Figure 7-10: The Other Page

Each function is executed by a two-step procedure: Click to select a desired
value from the pull-down menu, and then click Apply for the configuration
to take effect. Some configuration changes may only take effect after
resetting the subsystem.

Drive-side Parameters

= Disk Access Delay Time (Sec): Sets the delay time before the
subsystem tries to access the hard drives after power-on. Default is 15
seconds.

=  Drive Check Period (Sec): This is the time interval for the controller
to check all disk drives that were on the drive buses at controller
startup. The default value is “Disabled.” Disabled means that if a
drive is removed from the bus, the controller will not know it is
missing as long as no host accesses that drive. Changing the check
time to any other value allows the controller to check all array hard
drives at the selected time interval. If any drive is then removed, the
controller will be able to know — even if no host accesses that drive.

= Auto-assign Global Spare Drive: Enable this function to allow the
system to auto-assign the Global Spare drive.

= SCSI Motor Spin Up. Selected when hard drives need to Spin-up by
SCSI command. By default, all hard drives will start spinning up

Other
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when powered-on. Also refer to the documentation that came with
your hard drives.

SMART: This allows you to configure SMART-related functionality.
SMART is short for “Self-Monitoring, Analysis and Reporting
Technology.” Options provided in the pull-down menu are the
actions to be taken if the SMART function detects an unstable drive.

Disk 1/0 Timeout (Sec): This is the time interval for the subsystem to
wait for a drive to respond to /O requests. Selectable intervals range
from 1 to 10 seconds.

SAF-TE/SES Device Check Period (Sec): If enclosure devices in
your RAID enclosure are being monitored via SAF-TE/SES, use this
function to decide at what interval the subsystem will check the status
of these devices.

Drive Fail Swap Check Period (Sec): The subsystem scans drive
buses at this interval to check if a failed drive has been replaced.

Maximum Tag Count: The subsystem supports tag command
queuing with an adjustable maximum tag count from 1 to 128. The
default setting is “Enabled” with a maximum tag count of 32.

Host-side Parameters

Maximum Queued 1/0O Count: This is the arrangement of the
controller internal resources for use with a number of the current host
nexus. It is a "concurrent™ nexus, so when the cache is cleared up, it
will accept a different nexus again. Many 1/Os can be accessed via
the same nexus.

This function allows you to configure the maximum number of 1/O
queues the controller can accept from the host computer.

LUNs per Host ID: Each SCSI ID can have up to 32 LUNSs (Logical
Unit Numbers). A logical configuration of array capacity can be
presented through one of the LUNSs under each host channel 1D. Most
SCSI host adapters treat a LUN like another SCSI device.

For iSCSI subsystems only, Login Authentication with CHAP
allows you to enable or disable the login authentication with the
CHAP function. (See Figure 7-11)
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Communication Cnntmllerl Systeml Passwordl Thresholdl Trigger Othﬂl

| —D‘r‘ive-S‘wde Parameter

Disk Access Delay Time(Sec) 25 w | Disk 0 Timeout(Sec): Defaut(?.0) Vl
Drive Checl: Period(Sec) 0.5 ¥ | SAF-TE/SES Device Check Period{Sec): [30.0 - I
Auto-Assign Global Spare Drive:  |Disabled ¥ | Drive Fail Swap Check PeriodiSec): 50 -

LUMNS pe

Login Authentication with CHAP: |Disable

rHost-Side Parameter isk-Array Parameter

Maximum Gueued IO Count.  [258 - Rebuild Priority: INnrmaI A I

write Verity on Mormal Access: W
Wirite Verify on LD Rebuild W
write Verify on LD Initialization: IW,
Maxirnurn Drive Response Tirmeout (me): lm

Disk-

1.

2.

3.

Apply

Figure 7-11: The Other Page for iSCSI Models

Array Parameters

Rebuild Priority: The rebuild priority determines how much of the
system resources are applied when rebuilding a logical drive.
Available options are Low, Normal, Improved, and High. The higher
priority takes up more system resources and the rebuild process
completes more rapidly. However, 1/0 performance in the meantime
is inevitably lower due to the resources consumed.

Write-Verify Options: Errors may occur when a hard drive writes
data. In order to avoid write errors, the controller can force the hard
drives to verify the written data. There are three selectable methods:

Verification on LD Initialization Writes:

Performs Verify-after-Write while initializing the logical drive.
Verification on LD Rebuild Writes:

Performs Verify-after-Write during the rebuilding process.
Verification on LD Normal Drive Writes:

Performs Verify-after-Write during normal 1/0 requests.

Maximum Drive Response Timeout (ms): This option prepares the
array for applications featuring “no drop-frame” operations and
continuous reading such as video streaming.

In situations such as swapping a failed drive or the occurrence of bad
blocks, a read returned after 30 or 50ms would prove too long and
cause choppy audio or dropped video frames.

To ensure a response before guaranteed latency, a timeout value is
provided for processing read requests. If a timeout is reported on a

Other
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specific member of an array, the subsystem immediately retrieves
data from the parity data and other members. In this way, causes of
delay can be eliminated.

To prepare the array for AV applications, the following are
recommended:

1. Performance with the Write-Through caching mode is better
than the Write-Back mode on subsystems equipped with
redundant RAID controllers.

2. Arrays should not be partitioned.

3. The priorities for Rebuild or Add-drive expansion should be
set to “low.”

4. A maximum latency, the “Drive 1/O Timeout” which
determines whether a drive has failed to respond to 1/O
requests, is required as the first-level timeout.

The option comes available with an OEM append file. The following
options in the internal settings are pre-adjusted:

1. Reads have higher priority.

2. The Smart Sorting algorithm is disabled to avoid latency that
may arise due to sorting. The firmware is forced to receive
ordered read requests, i.e., the original receiving order.

7-16 Other



Chapter 8: Channel Configuration

Chapter 8

Channel Configuration

Using RAIDWatch Manager, you can modify the configuration of any
channel on the controller. With RAID controllers like the EonRAID
2510FS, you can set the channel operation mode to host or drive, enable or
disable channel termination, set IDs, set the transfer clock rate for
synchronous communication, and select the transfer width.

Channel configuration settings are available under Physical View in the

RAID View window. This chapter describes the following Channel
Configuration features:

¢ Accessing Channel Configuration Window — Section 8.1, page 8-
2

¢  User-Configurable Channel Parameters — Section 8.2, page 8-3
= 8.2.1 Channel Mode
= 8.2.2 Termination
= 8.2.3 Default Transfer Clock (in MHz)
= 824D Pool/PID/SID

¢ Setting the Configurations for a Channel - Section 8.3, page 8-6
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8.1 Accessing Channel Configuration Window

I/0 Channel configuration options are available under the Configuration
category, which is found in the lower section of the navigation panel.

To access the Channel window, use either the command from the Action
menu or select the Channel icon from the navigation panel. (See Figure
8-1).

B raIDWatch

System  Language  Window  Help

I A16F-R1A2 Array
System | Action

—
. Information  » -
[ Maintenance P |rocess Channel

Create Logical Drive

el O (Host, Fib
nel1 {Host, Fikb
nel 2 {Drive, Fik

Existing Logical Drives

Create Logical Wolutne:

— Fibre Channe @ Logical Vo

=S, | 3 (Drive, Fit
i system o A -) > © e, s

), Statistics e L A 2113 (Drive, 5

. Configuration Parameters nel 14 Drive S
[—]—&'_} Maintenance — { Pony

_ =i Channel 14 {Drive, 5

— [ Logical Drives = Channel 16 (Drive, 5

= Physical Drives =3 Channel 17 (Drive, 5
=3 Channel 18 (Drive, 5

B Task Schedules = Channel 18 (Drive, 5

El—@' Configuration

— [ create Logical Drive
—ET‘ Existing Logical Drives
—ﬂid Create Logical Yolume

Y Existing Logical Volu

Figure 8-1: Accessing Channel Configuration Window

Once the Channel window has been opened and channel items have
appeared, click on the channel that needs to be configured and its
configuration window will appear on the right. (See Figure 8-2)
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8.2

Channel

_5“'; Channel 0 (Host, Fibre, Speed: 2 GHZ) Parametersl |[)|

;‘-; Channel 1 {Host, Fibre, Speed: Auto)

_5“3 Channel 2 {Drive, Fibre, Speed: 2 GHz) Current Data Rate: 2 GHz

_5“3 Channel 3 (RCCOM, Fibre, Speed: Auto)
=3 Channel 12 (Drive, SATA, Speed: 1.5 GHz) Default Data Rate: auo W
g; Channel 13 (Drive, SATA, Speed: 1.5 GHzZ)

=5 Channel 14 (Drive, SATA, Speed: 1.5 GHZ) GurrentTransiaryNIidlhmeria]

5; Channel 15 (Drive, SATA, Speedi 1.6 GHZ) Node Mame:  2000000023000233

=0 Channel 16 (Drive, SATA, Speed: 1.5 GHzZ)

%‘-; Channel 17 (Drive, SATA, Speed: 1.5 GHz)
_—":ﬂ Channel 18 (Drive, SATA, Speed: 1.5 GHz)
_E"'; Channel 19 (Drive, SATA, Speed: 1.5 GHz)

Part Mame: 21000000230002332

Apply |

Figure 8-2: Selecting a Channel: Fibre Host

The following sections describe user-configurable channel parameters.

User-Configurable Channel Parameters

Once the channel has been selected, the screen shown in Figure 8-3 will
appear in the content window. The different options are discussed below.

@ NOTE:

A SCSI host channel is shown in Figure 8-3.

Channel Parameters: EonStor Series

Host Channel

=T

=] Channel 0 (Host, SCSY, Speed: 0 VFHZ) Parametersl 1D |

=k Channel 1 (Host, SC3I, Speed: 0 MHZ)
Current Transfer Clock: 0 MHz

Default Transter Clock: |1 Bl MHz W l

Current Transfer Width: Marrow

Default Transfer Width:  [Wide

.

Terminstion: 0 Enahled G Dizabled

Parity Check: @ Ensbied (P Disakled

Apphy |

Figure 8-3: Selecting a Host Channel: SCSI Host

User-Configurable Channel Parameters
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Channel Parameters: EonRAID 2510FS Series

Channel

=3 Channel 0 {Host, Fibre, Speed: 2 GHz) Parameters | 1D |
g; Channel 1 (Host, Fibre, Speed: Auto)

(=3 Channel 2 (Drive+RCCOM, Fibre, Speed: 2 GHz) Channel Mode: Crive+RCCOM hd I
% Chanrel 3 {Drive+RCCOMN Fibre, Spead: 2 GHz)
“—"=; Channel 4 (Host, Fibre, Speed: 2 GHz) Current Data Rate: 2 GHAL o
g; Channel 3 (Host, Fibre, Speed: 2 GHz)

Detaut heteRate, Drrive+RCCOM

Current Transfer Wickh: Serial

Apply |

Figure 8-4: Selecting a Drive Channel: EonRAID 2510FS

8.2.1. Channel Mode

This configuration option is exclusively available with the EonRAID
2510FS series.

The EonRAID series controller allows flexible reconfigurations of its 1/0
channels. An I/O channel can be assigned as Host, Drive, dedicated RCC
(RCCOM), or Drive+RCCOM channels. For example, the combination of
1/0 channels may look like the following:

Dual-Redundant Controller Models

EonRAID 2510FS- 2 hosts and 2 drive+RCCOMs; a total of 4 1/0O
4RH channels

EonRAID 2510FS- 2 hosts, 2 dedicated RCCOMs, and 2 drives; a
6RH total of 6 1/0O channels

Table 8-1: Dual-Redundant Controller Channel Modes

Dual-Single Controller Models

EonRAID 2510FS- 2 hosts and 2 drives per controller; a total of 8 1/0
4D channels

EonRAID 2510FS- 2 hosts and 4 drives or 4 hosts and 2 drives per
6D controller; a total of 12 1/O channels

Table 8-2: Dual-Single Controller Channel Modes

For more information about all possible combinations, please refer to the
Installation and Hardware Reference Manual that came with your
controller.
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8.2.2. Termination

This parameter enables or disables channel SCSI termination on subsystems
featuring SCSI host channels. SCSI buses must be properly terminated at
both ends; that is, when connecting one end of a SCSI cable to a host HBA,
the termination of the channel must be enabled on the subsystem side. An
alternate configuration should be applied when multiple enclosures are
being cascaded on the host buses. An enclosure situated in the middle of a
SCSI bus should have its termination set to disabled.

8.2.3. Default Transfer Clock (in MHz)

These parameters set the data transfer clock rate for synchronous
communication over the SCSI bus, and enable or disable wide transfer,
respectively.

Data transferred across the bus in synchronous transfer mode is clocked
using a synchronous transfer clock signal. The frequency of this signal
determines the rate at which data is transferred. For example, if the
synchronous transfer clock is 10 MHz, data transfer rate will be 10 million
bytes per second (using narrow transfer).

Data transfer across the SCSI bus can be either 8-bits or 16-bits at a time.
The former is referred to as narrow transfer, while the latter is referred to as
wide transfer. According to SCSI channel specifications, transfer speed
shown in MHz is the SCSI bus synchronous frequency. At the same
synchronous transfer clock rate, 16-bit wide transfer rate is double of 8-bit
narrow transfer rate. Please refer to the transfer speed in the table below.

Transfer Rate Clock Speed in MHz
SCSI-320 160MHz
SCSI-160 80MHz

Table 8-3: SCSI Channels Clock Speeds

Infortrend’s SCSI products are backward compatible with older version
of SCSI type. However, using older versions of SCSI type may slow
down the data transferring speed and do not enjoy some of the new SCSI
features.

Under conditions in which SCSI signal quality is poor, such as with
extremely long cables, poor connections, or bad termination, it may
occasionally be necessary to reduce the synchronous transfer clock to allow
the SCSI channel to function normally. Worst case, it may be necessary to
switch to asynchronous communication mode.
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8.2.4.

8.3

Furthermore, certain older SCSI devices may only support narrow transfer
and behave abnormally when attempting to negotiate wide transfer. Under
such conditions, wide transfer may need to be disabled, forcing the
controller to use narrow transfer mode with that device.

@ IMPORTANT!

Every time you change the transfer speed, you must reset the controller
for the changes to take effect.

ID Pool / PID / SID

The selection with PID (Primary ID) and SID (Secondary ID) only appears
with controller/subsystems that come with dual-redundant RAID controllers.

This parameter sets the IDs to appear on the host channels. Each channel
must have a unique ID in order to work properly. For a SCSI-host
subsystem, IDs range from 0 to 15. For an iSCSI-host subsystem, IDs range
from O to 3. For a Fibre-host controller/subsystem, 1Ds range from 0 to 125.
ID 0 is the default value assigned for host channels on SCSI-host and iSCSI-
host subsystems and 1D 112/113 is the default value assigned for host
channels on Fibre-host controller/subsystems. Preset IDs are available with
drive channels and it is recommended to keep the defaults.

For more information on host channel and drive channel IDs, please refer to
the Generic Operation Manual and the hardware documentation that came
with your controller/subsystems.

Setting the Configurations for a Channel

Step 1. Single-click under the Channel window to select a corresponding
channel. Channel icons are displayed in the left-side panel of the
configuration window. The Channel Settings configuration will
appear as two separate pages on the right side: Parameters and ID.
(See Figure 8-1).

Step 2. From the Parameters panel, specify a preferred value with
configurable items either by checking the pull-down menus or
radio buttons of the transfer clock, transfer width, termination,
and/or parity check. Be sure to click Apply for the changes to take
effect.

Step 3. If you want to assign a different ID to the selected channel, choose
the ID panel. An ID pool scroll menu will appear as shown in
Figure 8-5.

8-6
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Host Channel

|y Channel 0 (Hast, Fikre, Speed: 2 GHz) Parameters |D

(=3 Channel 1 (Fost, Fibre, Spead: Auto) oL .
Eiz - Bz &
I 113 o1
[T 114 [ 114
[ 11s 115
ImERL 116
ImEEk b | EEE
s 118
118 119
120 E [C 120 E

Apply |

Figure 8-5: ID Pool Menu

When selecting an ID, be sure that it does not conflict with the other devices
on the channel. Preset IDs should have been grayed out and excluded from
selection. The ID pool lists all available IDs for the current selection.
Highlight the IDs you want to use by selecting their check boxes and click
Apply to create either the PIDs (Primary ID) or SIDs (Secondary ID) for the
channel.
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Chapter 9

Drive Management

Using RAIDWatch Manager, you can make and delete Logical Drives
(LDs) and Logical Volumes (LVs). Both LDs and LVs can be
partitioned. This chapter describes the following drive management
features:

¢  Locating Drives — Section 9.1, page 9-3

¢  Logical Drive Management — Section 9.2, page 9-4

= 0.2.1 Accessing the Create Logical Drive Window
e 9.22.1LD Creation
e 0.2.2.2 Selecting Drives
e 0.2.2.3 Setting RAID Parameters

e 9.2.2 Creating Logical Drives

= 9.2.3 Accessing the Logical Drive Configuration Window
e  9.2.3.1 Opening the Existing Logical Drives Window
e 9.2.3.2 To Expand by Adding Drives

e 9.2.3.3 Accessing the Expand Command

e 9.2.3.4 Click Expand to Initiate LD
= 9.2.4 Dynamic Logical Drive Expansion
e 9.2.4.1What Is It and How Does It Work?
e 9.2.4.2 Two Modes of Dynamic LD Expansion
= 0.2.5 Adding Spare Drive Assignments
e 9.2.5.1 Accessing the Spare Drive Management Screen

=  0.2.6 Rebuilding Logical Drives

= 9.2.7 Deleting an LD

Locating Drives
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¢

Creating and Deleting Logical Volumes — Section 9.3, page 9-15

= 0.3.1 Accessing the Create Logical Volume Window

= 9.3.2 Creating Logical Volumes

e 03.21LV Creation
e 0.3.2.2 Selecting LDs
e 9.3.2.3 Setting Logical Volume Parameters

e 9.3.2.4 Click OK to Create

= 9.3.3 To Access the Existing Logical Volume

= 9.3.4 To Expand a Logical Volume

e 9.3.4.1 Opening the Expand Logical Volume Window
= 9.3.5 Delete a Logical Volume
Partitioning a Logical Configuration — Section 9.4, page 9- 21

= 9.4.1 Overview
= 0.4.2 Partitioning a Logical Drive (LD)
9.4.3 Partitioning a Logical Volume (LV)

9-2
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9.1. Locating Drives

RAIDWatch uses icons to represent subsystem drive trays. In many
configuration windows, a single click on a drive tray icon selects a hard
drive. Drive status is indicated and automatically refreshed by displaying
different icons. The drive tray icons used in the Front View window to
instantly display drive status are shown below. By referring to the drive
status in the Front View window, you can start to create or configure a
logical array.

Drive Conditions Graphical Identification

New or Healthy Used Drive

Bad or Missing Drive

Spare Drive

Before you start configuring a logical array, please read the following:

¢ All members in a logical configuration are displayed in the same
unique color.

& Whenever a disk drive is selected by a single mouse click on its icon,
the drive’s status is displayed on the associated configuration
window. For example, when a drive is selected by clicking its icon,
it automatically appears in the Selected Members column. In this
way, mistakes can be avoided by double-checking the information
related to a specific disk drive.

Locating Drives
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9.2. Logical Drive Management

This section describes how to:

& Access the Logical Drive (LD) Creation and Management Windows
¢ Create LDs

¢ Expand LDs

¢ Delete LDs

~
3’ NOTE:

When you delete a logical drive, all physical drives assigned to the logical

drive will be released, making them available for creation or expansion of
logical drives.

9.2.1  Accessing the Create Logical Drive Window

LDs are created in the Create Logical Drive window and managed in
the Existing Logical Drives window. These functional windows are
accessed from the command from the Action menu or RAIDWatch’s
navigation panel on the left of the GUI screen.

Y

f’ Step 1. To manage LDs, such as to create and set related parameters,
display the LDs creation window by clicking on the Create
Logical Drive icon in the functional navigation panel or clicking
on the Action menu items located on top of the screen.

B raiDwatch
Systemm  Language  Window  Help

) ES F16F-R2A2A Array

Systemn | Action

Infarmation 4

_J Maintenance  k

aate Logical Drive

Iy Systarn Infarn  Creste Logical Yaolume

L Exizting Logical Volumesz
_‘.IHI. Statistics
Channel

= Fo, i
-4y Maintenance Host LUN Mapping
— L Logical Drive:  Configuration Parameters

@ Physical Drives

—E== Task Schedules

Figure 9-1: Accessing the Create Logical Drive Window
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f? Step 2.

The configuration screen shown in Figure 9-2 should appear.

Create Logical Drive

Front View

‘ Selected Members

RAID JBOD{ChI0,ID:16) | JBOD{ChL,ID:2) | !

Skt | Size (ME

I

SlEie s

FAID Levat

Wiile Paicy.

LD As:

9.2.2

9.2.2.1.

Driwa Size (B

’Es vE
Eraul -!
siarment [Primory Controlior vi

o Resst

Figure 9-2: The Create Logical Drive Window

Elrigs Sizg

tinhzetion n-Lins

Creating Logical Drives

LD Creation

To create a logical drive:

f? Step 1.

f? Step 2.

ri Step 3.

9.2.2.2.
f? Step 1.

Select the physical drives that will be used in the LD. (See
Section 9.2.2.2)

Select the following RAID parameters. (See Section 9.2.2.3)

¢ RAID Level

¢ Write Policy

¢ LD Assignment

¢ Drive Size

& Stripe Size

¢ Initialization Mode

Click the OK button. (See Section 9.2.2.4)

Selecting Drives

Select members for the new logical drive by clicking drive icons
in the Front View window. Bad drives or drives being used by
another logical drive are unavailable for the creation process.

. Drives selected for a new logical drive will be listed in the

Selected Members sub-window on the right-hand side of the
screen.

Logical Drive Management
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Step 3. Continue to set appropriate RAID parameters in the Select menu
at the lower part of the configuration screen.

9.2.2.3. Setting RAID Parameters

After the physical drives that will be used in the LD have been selected,
the RAID parameters for the LD must be selected. Available RAID
parameter options can be accessed at the bottom of the configuration
screen.

Select RAID Level

From the RAID Level pull-down menu shown, select the RAID level
you wish to use when creating the LD.

Write Policy

Define the write policy that will be applied to this array. "Default”" means
identical to the subsystem’s overall setting. The overall setting can be
accessed in the Caching Parameters section of the Configuration
Parameters sub-window.

LD Assignment

Choose Primary Controller or Secondary Controller from the LD
Assignment menu. Select the RAID controller that will manage the
logical drive in a dual-controller configuration.

Drive Size
The value entered in the Drive Size field determines how much capacity
from each drive will be used in the logical drive.

..,ﬁ;,',

NOTE:
Enter a smaller number if you do not want to use up all of the capacity
at this time. The unused capacity can be utilized later using the Expand
Logical Drive function.

Initialization Options

This allows you immediate availability of the array. "Online" means the
logical drive is immediately available for 1/Os and the initialization
process can be automatically completed some time later.

Selecting Stripe Size

9-6
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The stripe size used when the LD is created can be selected from the
Stripe Size pull down menu. The following stripe sizes are available:
16KB, 32KB, 64KB, 128KB (Default), or 256KB.

Select a stripe size, but note that stripe size arrangement has a
tremendous effect on array performance. Changing strip size is only
recommended for experienced users. Stripe size defaulted to this menu is
determined by the subsystem Optimization mode and the RAID level
selected.

%

NOTE:
If the redundant controller function has not been enabled or the SIDs
are not assigned on drive channels, the LD Assignment pull down
menu will not be available.

9.2.2.4. Click OK to Create LD

Once the physical drives that will be used in the LD have been selected
and all the desired LD parameters have been selected:

f’ Step 1. Click OK at the bottom of the LD management window.

f’ Step 2. A confirmation window will appear. If you are certain that you
want to create the LD with the settings you have selected, click
OK.

f, Step 4. If you selected OK in the Please Confirm window, the Create In
Progress content window will display the logical drive creation
progress.

f’ Step 5. Click the Reset button to redo or abort the process. When the
initialization process begins, you can check the Tasks Under
Process window to view its progress.

9.2.3  Accessing the Logical Drive Configuration
Window

Various functions can be performed on configured arrays in the Existing
Logical Drives window. The window is accessible from the command in
the Action menu or RAIDWatch’s navigation panel on the left of the
GUI screen.

Logical Drive Management 9-7
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B RAIDWatch

Systerm  Language  Window  Help

ﬂ ES FA6F-R2A2A Array (192.168.199.238)
System | Action

Informstion  ® - =]
— armation = =
! Maintenance b Logical Drives

Configuration »

= [T W

— Fibre Cha Existing Logical Drives N\ *

Create Logical Yolume

—"9 Systemn Info

Exizting LOGIC:
g, statistics e

. Channel
] o i
D{f L I E Host LUM Mapping

- : : ) . cta logical driv
— E Logical Drive: Configurstion Paratneters

@ Physical Drives Front View

L_E== TaskSchedules
E-LA configuration RAID

Figure 9-3: Accessing the Existing Logical Drives Window

9.2.3.1. Opening the Existing Logical Drives
Window

f? Step 1. After the Existing Logical Drives window is opened, the LDs
that have been created will appear in the Logical Drives panel.

Logical Drives
o | repLevel Size (M) Stabus | oweme |
& FTazie oo Rad (5] Good [TE
SErEenas Rmdd 2l * G a2 i
EEEIAS Fisid & G |

Click %o =select a legical drive from the list above.

Front View | Functions

RAID | JBOD{ChI0,ID:16) | JEOD{ChI0.1D:32) Prapertis | acd Dk | Expand |

LD Azsiprment Prinssey Corvinafar vI
Ml GQ
1 | ‘Wirle Pobey. edal -
TS W TR
Figure 9-4: List of LDs

R

f? Step 2. From the list shown in Figure 9-4, select the LD for which you
wish to change its characteristics or configure. Once this LD has
been selected, its members will appear in the Front View sub-
window. At the top of the Functions window, three tabs
(Properties, Add Disk and Expand) will appear.

9.2.3.2. To Expand by Adding Drives

f? Step 1. Select the logical drive you wish to expand from the LD list on
top of the GUI screen.

Logical Drive Management



Chapter 9: Drive Management

T, Step 2. Select the Add Disk tab to display the content panel.

f’ Step 3. Select by single mouse-click from the Front View window one
or more drives you wish to add to the logical drive. Once one or
more drives are selected, its status is displayed in the Add Disk
content panel.

f’ Step 4. The Add Disk panel has two functional buttons: Add Disk and
Add Spare Drive. Click on the Add Disk button to include new
members into the array.

f’ Step 5. The Add Disk process should immediately begin. You may
check the add drive progress in the Tasks Under Process
window.

9.2.3.3. Accessing the Expand Command page

To access the Expand command page, select a logical drive and click on
the Expand tab under Functions window.

Functions

Properties | add Disk iE
Available Expand Size: 100 ME

Expand Size: 100

Execute Expand; IOn-LinE ‘]
Expand |

Figure 9-5: The Expand Command Sub-window

Available Expand Size (MB)

If there is an amount of unused capacity in a logical drive, the LD may be
expanded. If there is no amount present in the text box, then the LD
cannot be expanded.

Set Expansion Size

A value can be entered in this text box if and only if an amount is shown
in the Available Expand Size text box. The value entered into the
Expansion Size text box cannot exceed the amount shown above. The
value entered here specifies the size of the LD expansion.

Execute Expand

Execute Expand allows you to determine whether or not the expansion
will be done online or offline. If you wish to do an online expansion, then
the expand process will be completed once the subsystem finds 1/O
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requests from the host are comparatively low and allows the expand
operation. If you wish to do an offline expansion, then the OFFLINE
menu item will begin immediately.

9.2.3.4. Click Expand to Initiate LD Expansion

To initiate the LD expansion, follow these steps:

f’ Step 1. Once the LD expansion parameters have been selected, click the

Expand button at the bottom of the Expand page.

f’ Step 2. The expand process begins and you may check the progress in the

Tasks Under Process window.

f’ Step 3. The logical drive will now have a new last partition the same size

9.24

as the expansion. You may right-click the logical drive field
listed above to display the Edit Partition command to verify this.

Dynamic Logical Drive Expansion

9.24.1. What Is It and How Does It Work?

Before Dynamic Logical Drive Expansion, increasing the capacity of a
RAID system using traditional methods meant backing up, re-creating,
and then restoring data. Dynamic Logical Drive Expansion (a new
feature in controller firmware versions 2.11 and later) allows you to add
new hard disk drives and expand a RAID 0, 3 or 5 logical drive without
powering down the system.

9.2.4.2. Two Modes of Dynamic LD Expansion

There are two modes of Dynamic Logical Drive Expansion.

Mode 1 Expansion is illustrated in Figure 9-6 and involves adding more
hard disk drives to a logical drive, which may require that the purchase of
an enclosure with more drive bays. The data will be re-striped onto the
original and newly added disks.

9-10
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RAID Expansion — Mode 1

+.+-

- RAID & Logical Drive - 4GB - Add-in New Drives

RAID i
Expansmn

Figure 9-6: RAID Expansion Mode 1

In Figure 9-6 above, new drives are added to increase the capacity of a
4-Gigabyte (GB) RAID 5 logical drive. The two new drives increase the
capacity to 8GB.

Mode 2 Expansion, on the other hand, requires the same number of
higher-capacity hard disk drives for a given logical drive.

RAID Expansion - Mode 2 (113)

2 0GB 2 0GB 2 0GB

- - - Theoriginal logical drive

--o- RAID 5 [4BE] --- -

. R €)=
2GB 2GB 2GB
1=
- | -
[ Rmnﬁ[dsav
Copy =nd Replace
one of the member drives

Copy and replace each of the member drives. Even
if one member drive faile during the copy and B huse
replace, the logical drive will still be available for

Figure 9-7: RAID Expansion Mode 2 (1/3)

Figure 9-7 above illustrates expansion of the same 4GB RAID 5 logical
drive using Mode 2 Expansion. Drives are copied and replaced, one by
one, onto three higher-capacity drives.
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RAID Expansion - Mode 2 (2/3)

T 11T e
| | Drive

Copy and Replace the other member drives one by one
until all the member drives have been replaced

Copy and Replace each member drive. After all the
member drives have been replaced, execute the & mnuse
AID Expansion?to use the additional capacity. T unused

Figure 9-8: RAID Expansion Mode 2 (2/3)

This results in a new 4GB, RAID 5 logical drive composed of three
physical drives. The 4GB of increased capacity is in a new partition.

RAID Expansion - Mode 2 (3/3)

! N partitions {} !
» 'Partition n+l{} !

After the RAID Expansion, the additional capacity

will appear as another partition. Adding the extra @ nuse
capacity into the existing partition requires OS = Unused
support.

Figure 9-9: RAID Expansion Mode 2 (3/3)

@ IMPORTANT!

The increased capacity from either expansion type will be listed as a
new partition.

Three new drives are scanned in. To add the drives to the logical drive,
select the logical drive where they will be added, then choose the Add
Disk tab to begin the process described above. Select one or more drives
to add and click the Add Disk button. When you have selected all of the
new drives you want to add, click OK.
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When you return to the partition table, you will notice that either partition
0 or the last partition will now be larger than before.

Follow the directions in the next chapter to map the new partition to a
host LUN. The new partition must be mapped to a host LUN in order for
the HBA (host-bus adapter) to see it.

9.2.5 Adding Spare Drive Assignments

You can assign spare drives to a logical drive to serve as backups for
failed drives. In the event of a drive failure, the spare drive will be
automatically configured into the array and reconstruction (or rebuilding)
will immediately commence.

Logical drives can support multiple spare drives; however, this
configuration is rarely used due to its high cost and the uncommon
occurrences of drive failures. A practical configuration calls for one spare
drive per logical drive. After rebuilding on this drive, just replace the
failed drive and then configure the replacement as the new spare drive.

Adding a spare drive can be done automatically by selecting the RAID
1+Spare, RAID 3+Spare or RAID 5+Spare option from the logical
drive RAID Level selection dialog box when creating a logical drive.
These options apply to RAID 1, RAID 3, and RAID 5 levels
respectively.

9.2.5.1. Accessing the Spare Drive Management
Screen

To open the Spare Drive Management screen, please follow these steps:

f’ Step 1. Select the logical drive to which you wish to add a dedicated
spare from the list of the logical drives above. In the Functions
window, click the Add Disk tab. The functional window is
accessed from the Existing Logical Drives window as shown in
Figure 9-10, the Add Spare button appears next to the Add Disk
button.

Properties  Add Disk | Expandl

Siat | Size (ME)

Al Disk Add Spare Disk

Figure 9-10: The “Add Spare Drive” Button
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=0
T, Step 2. From the Front View window, select the disk drive you want to

use as a dedicated spare with a single mouse-click.

22 3
f’ Step 3. After selecting the drive that will be used as a spare, the selected

9.2.6

drive’s status will be displayed and you may click the Add Spare
button to complete the process.

" NOTE:

Spare drive assignments can also be made in the Maintenance mode
window. Note that a Global Spare cannot be added in the Existing
Logical Drives window.

Rebuilding Logical Drives

Depending on whether or not there is a spare drive, rebuilding is initiated
automatically or must be started manually. In the presence of a spare
drive, the system automatically rebuilds onto the spare drive. This
process is done in the background, thus it is transparent to users.
However, you should replace the failed drive as soon as possible and
insert a new drive and set it as a spare just in case another drive fails and
you will need a backup drive.

In the absence of a spare drive, rebuilding must be initiated manually.
Before initiating a manual rebuild, you must first replace the failed drive.
If you install the replacement drive in the same drive slot (that is, the
same channel and ID), then you can proceed with the rebuilding process
by clicking on the Rebuild button; otherwise, you need to scan in the
drive first.

A failed drive should be replaced as soon as possible. For a RAID 3 or
RAID 5 array, two failed members will cause an irrecoverable loss of
data.

The controller/subsystem can be set to rescan the drive bus for a
replacement drive at preset intervals. The related setting can be found in
Configuration Parameters -> Other -> Drive Side Parameters -> Drive
Fail Swap Check Period in second.

Logical Drives

D I RAID Level I Size (MB) Status ! LD Name I
RADE 200 BADDRY | |
iClick to zelect a logical drive from the list above.
' Front View Functions
RAID JBOD(ChI:2,1D:113} | Medliz Scani Regenerate Parity - Rebuild

Rebuild

Figure 9-11: Displaying the Rebuild Command Menu
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9.2.7 Deletingan LD

If you want to delete an LD from your RAID subsystem, follow the steps
outlined below. Remember that deleting an LD results in all the data on

the LD being deleted and any data that was previously stored on the LD
will be irretrievable.

@ IMPORTANT!

Deleting a logical drive irretrievably wipes all data currently stored on
the logical drive.

=0
f’ Step 1. Select the logical drive you wish to remove with a single mouse-
click. Right-click on the adjacent screen area. A command menu
will prompt as shown in Figure 9-12.

Logical Drives

o | RAID Level | Siza (ME) [
& 3F744216 |=_‘\'nn Raid |60 1Good
el it

el s ; l et

Click to zelect o logical drive from the list ahowe.

Front View Functions
RAID | JBOD(ThI:0,1D:16) | JEOD(ChI:0,ID:32) Properies | s oisk | Expana|
LD Assigment. [Primary Corkroler =]
Nae: T
Whrite Policy: Dttt -
T N A S s
P

Figure 9-12: Displaying the Logical Drive Command Menu

=0
f’ Step 2. Select the Delete Logical Drive command. The delete process is
completed almost immediately.

f’ Step 3. Once the Delete command has been selected, a confirm box will
prompt asking you whether to proceed or not.

22 3
f) Step 4. If you are certain that you wish to delete the LD, press the OK
button. If you are not sure, click the Cancel button.

9.3. Creating and Deleting Logical Volumes

You can create and delete logical volumes using RAIDWatch Manager.
Combining logical drives together creates logical volumes. You can
combine logical drives with different capacities and RAID levels into a
single logical volume. You can also delete existing logical volumes.
Before deleting, make certain that the data stored in the logical volume is
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no longer needed. Deleting a logical volume erases all information stored
on that logical volume.

NOTE:

When you delete a logical volume, all logical drives assigned to it will
be released, making them available for new logical volume creation.

9.3.1  Accessing the Create Logical Volume Window

LVs are created in the Create Logical View window, which can be
accessed either from the navigation panel icon or the command menu on
top of the screen.

f? Step 1. To create LVs; display the Create Logical Volume window by
clicking on the associated icon in the GUI’s navigation panel or
the command in the Action menu bar.

B raIDWatch

System  Langusge  Window  Help

System ’m
L Information b
_I; Mairtenance  » rrgcess

Configuration #

[
Create Logical Volume
; i

Existing Logical Drives alNDrives Available

— Fibre Chann@
—‘b Systern Inforn Channel
_Llld. Statistics Host LUM Mapping
E"&'_} N Configuration Parameters
—[ Logical Drives
@ Physical Drives
'—&=== TaskSchedules
El—@’ Configuration

— |;_r Create Logical Drive Witite Policy: W

Existing Logical Drives

Figure 9-13: Accessing the Create Logical Volume Window

f? Step 2. The Create Logical Volume window will appear.

Create Logical Volume

Logical Drives Available Selected Members
B 1D: 3EDBAYAS, Size: 200ME [ | Size (ME) |
Wl /D: 3FC10456, Size: 400ME SFC10456 200 |
SEDEE9AS 200 |
Write Palicy:  [Default ﬂ Azsignment: |Primary Cortroller LI
ok | Reset |

Figure 9-14: The Create Logical Volume Window
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9.3.2

9
9
t)
9

9
t)
9

9

Creating Logical Volumes

3.2.1. LV Creation

Step 1. Select the LDs that will be used in the LV from the Logical
Drives Available panel.

Step 2. Select the following RAID parameters:

* Write Policy

* Assignment

Step 3. Information about the selected LDs will appear on the Selected
Members panel. Click the OK button.

.3.2.2. Selecting LDs

Step 1. Select each logical drive you wish to include in the new logical
volume with a single mouse-click. Select the LDs you wish to
incorporate into a LV and click the Add button beneath the
Available menu.

Step 2. All available logical drives are listed on the left. There are no
limitations as to the number of logical drives that can be included
in a logical volume. Double-check to ensure that you have
selected the appropriate members.

.3.2.3. Setting Logical Volume Parameters

After the LDs that will be used in the LV have been selected, the LV
parameters for the LV must be selected. LV parameter options can be
accessed at the bottom of the LV creation window as shown in Figure
9-14.

LV Assignment
Choose Primary Controller or Secondary Controller from the Logical
Volume Assignment menu.

—
=

NOTE:

If the redundant controller function has not been enabled or the SIDs
are not assigned on drive channels, the LD Assignment pull-down
menu will not be available.

Select Write Policy

Use the Write Policy menu to select either Default (Global Setting),
Write Through, or Write Back. The same policy will automatically apply
to all logical drives (members) included in the logical volume.
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9.3.2.4. Click OK to Create LV

Once the logical drives that will be used in the LV have been selected
and all the desired LV parameters have been selected:

f? Step 1. Click the OK button at the bottom of the LV creation window.

f? Step 2. The creation is completed almost immediately.

9.3.3 To Access the Existing Logical Volumes

Window

The Existing Logical Volumes window allows you to perform LV
expansion and change related configuration options. As shown below,
the configuration window can be accessed either from the functional
navigation panel or the command menu on the top of the GUI screen.

Systern  Langusge  Window  Help

) A16F-R1A2 Array
Systemn | Action

INE

Information

4

—

Mairtenance  »

Configurstion »

T Logical valur

— 0 Fikre Ch@nne

—'b System Inforl

—LM_ Statistics

I/FUCESS

Create Logical Drive

Existing Logical Drives

Cregte Logical Yalume

Existing Logical Yolumes

Host LUM Mapping

Configuration Parameters

|
| Logical Volume Status

(18]

D

elect a logical volume from the

E-4{» Maintenance

— E Logical Drives
@~ Physical Drives

=== TaskSchedules

El—a Configuration
— LL_ Create Logical Drive
—E’r Existing Logical Drives

Channel

Figure 9-15: Accessing Existing Logical Volume Window

9.3.4 To Expand a Logical Volume

When members of a logical volume have free and unused capacity, the
additional capacity can be added to existing logical volumes. The unused
capacity can result from the following situations:

e Certain amount of capacity was intentionally left unused when the
logical drives were created (configurable with maximum array
capacity).
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e Some or all of the members of a logical volume have been expanded,
either by adding new drives or copying and replacing original drives
with drives of larger capacity.

9.3.4.1. Opening the Expand Logical Volume
Window

f’ Step 1. Select a configured LV from the Existing Logical Volumes
window shown in Figure 9-16. As shown below, all the LVs that
have been created will appear below the Logical Volume Status
panel.

Logical Volume Status

| o Size (ME) ]
r.{FrEcam -

Click to s=lect & logical volume from the lizt above.

Members Logical Volume Parameters

B O 3E0BE9AS, Sme: 200WB(G00d) Expand ] Propertiss |

Avatable Expard Size (max 0 WM3) tﬁ
Expand

Figure 9-16: Existing Logical Volumes Window

f, Step 2. The expand command can be found by clicking the Expand tab
under the LV Parameters panel.

Logical Volume Parameters |

Expand | Properies |

Available Expand Size (max: 0 MB): |IZI
Expand |

Figure 9-17: Logical Volume Parameters

f’ Step 3. Available expansion size displays in a text box if there is any
amount of unused capacity.

f’ Step 4. Click the Expand button at the bottom of the configuration panel.
The expand process should be completed in a short while because
all unused capacity in the members of a logical volume must be
made useful by the same expansion process. The expansion
process on a logical volume simply lets subsystem firmware
recognize the change in the arrangement of free capacity.
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NOTE:

You may combine partitions under View and Edit LV Partition Table
by expanding the size of earlier partitions (such as increasing the size
of partition 0 so that it is as large as all partitions combined to make
one partition).

A WARNING!

Combining partitions destroys existing data on all drive partitions.

.
f) Step 5. The logical volume will now have a new last partition the same

size as the expansion. Right-click the expanded volume and
select the Edit Partition command to look at the partition verify
this.

Delete a Logical Volume

Y -
f’ Step 1. Select the configured volume you wish to remove with a single

mouse-click. Right-click the adjacent area to display a command
menu. As shown in Figure 9-18, all the LVs that have been
created will appear below the Logical Volume Status panel.

Logical Yolume Status

| D Size (4B) j

{:ERE 2D © ViewLogical Volume |- i
Edit Fartition

Delete Logical Yalume

Click to select a logical volume from the list above.

Members Logical Volume Parameters

B (0 37734216, Size: BOOMB(G00d)

Expand | Propcrtiesi
W o sepEssas, Size: 200MB(Go0)

Ayailatle Expand Size (ma: O ME): IU
Expand

Figure 9-18: Displaying Logical Volume Edit Mode Menu

22 =
f) Step 2. You will be asked to confirm that you wish to delete the selected

LV. If you are certain that you want to delete the LV then select
OK. The logical volume will be deleted and removed from the
logical volumes list.

9-20

Creating and Deleting Logical VVolumes



Chapter 9: Drive Management

9.4. Partitioning a Logical Configuration

9.4.1 Overview

Partitions can be created in both logical drives (LD) and logical volumes
(LV). Depending on your specific needs, you can partition an LD or LV
into smaller sizes or just leave it at its default size (that is, one large
partition covering the entire LD or LV).

If you intend to map an entire LD or LV to a single host LUN, then
partitioning becomes irrelevant. Partitioning can be helpful when dealing
with arrays of massive capacities and when rearranging capacities for
applications that need to be accessed by many hosts running
heterogeneous OSs.

= NOTE:

You can create a maximum of eight partitions per logical drive or
logical volume. Also, partitioned logical drives cannot be included in a
logical volume.

9.4.2  Partitioning a Logical Drive (LD)

A WARNING!

Partitioning a configured array destroys the data already stored on it.

f? Step 1: Select the logical drive you want to partition. Move your cursor
to the Logical Drives window. Right-click to display the Edit Partition
command menu.

Logical Drives

T v T emoiem [ wmeom T =

& TFTHTIE Mery Rl 1:.I.'|I.'| Ko

I L L ‘% L

f Wigw Logical Drive

Click 1o select & logical deive from the list at E’H'I.Plﬂ.-l.iﬂn |

Front View Daleta Logiesl Ot | Fypctions |

F‘h" o{Chl0.ID:16) | JBOD(ChI:0,ID:3 ?, Fropeos | add Dist | Expanc |
LD Assigrrner: encorcary Cortrolar vI
- TR
R

e |

Figure 9-19: The Edit Partition Command

f? Step 2: Select Edit Partition from the menu.

f? Step 3: The Edit Partition window displays. Use the arrow keys on the
button on the lower right to switch between partitions.
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9

9
(7

9

9.4.3

¢]

Edit Partition x|

Eclit

Partition(s) of LD: 5BA781CC

‘PD

Figure 9-20: The Edit Partition Command Window

Step 4: If the array has not been partitioned, all of its capacity appears as
one single partition. Single-click to select the partition (the color bar).

Step 5: Right-click or select the Edit command to display the Add
Partition command. Click to proceed.

Step 6: The Partition Size window displays. Enter the desired capacity
and press OK to proceed.

mput x|

@ Flease input partition size:

(0].4 I Cancell

Figure 9-21: The Partition Size Window

Step 7: Shown below is a capacity partitioned into two. Each partition is
displayed in a different color. Repeat the above process to create more
partitions or click to view its information. A new partition is created from
the existing partition.

Edit Fartiian - x|
Edit

Partition({s) of LD: 3FT744218

po e
e 0, DTzt DMB, Sizer 300WE .Pl q;.l

Figure 9-22: The Edit Partition Command Window

The arrow buttons help you travel from one partition to another.

Partitioning a Logical Volume (LV)

Step 1: Select the logical volume you wish to partition. Move your
cursor onto the Logical Volume Status window. Right-click to display
the Edit Partition command menu.
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Logical Volume Status
| P |
EdGFECanE e _ B
e
Edit Fartition

Click to select a logice  [elste Ll:lglﬂﬂlvtﬂll'mﬂ

Members | Logical Volume Parameters
I0x SECBESAS, Size: 200ME(Gooc) Expend  Propetties I
L Azzignment: Pricnary Controder k. &

Write Palicy: Wirde Back vI
_ay |

Figure 9-23: The Edit Partition Command

f? Step 2: Select Edit Partition from the menu.

f? Step 3: The Edit Partition mode window displays as shown below.

Edit Partition

Edit

Partition{s) of LY: 3FEC3034

PO

Index: 0, Offset: OMEB, Size: 100ME

Figure 9-24: The Edit Partition Window

f? Step 4: If the volume has not been partitioned, all of its capacity appears
as one single partition. Single-click to select the partition (the color bar).

f? Step 5: Right-click or select the Edit command to display the Add
Partition command. Click to proceed.

f? Step 6: The Partition Size window displays. Enter the desired capacity
and press OK to proceed.

mput x|

@ Flease input partition size:

(o)1 I Cancell

Figure 9-25: The Partition Size Window
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f? Step 7: Shown below is a capacity partitioned into two. Each partition is
displayed in a different color. Repeat the above process to create more
partitions or click to view its information.

Edit Partition

Edit

Partition{s) of LY: 3FEC3034

PO

Index: 0, Offset: OMEB, Size: 100ME

Figure 9-26: The Edit Partition Window

The arrow buttons help you travel from one partition to another.
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Chapter 10
LUN Mapping

After creating a logical drive (LD) or logical volume (LV), you can map
it as is to a host LUN; or, if partitions are set, you can map each partition
to a specific host LUN. RAIDWatch supports eight LUNs per host
channel (numbered 0 - 7), each of which appears as a single drive letter
to the host if mapped to an LD, LV, or a partition of either. Existing host
LUN mappings can also be deleted. In cases where certain mappings are
found to be useless, or the disk array needs to be reconfigured, you can
delete unwanted mappings in your system.

This chapter explains the following LUN mapping features:
¢ Accessing the LUN Map Table — Section 10.1, page 10-2

¢  LUN Mapping — Section 10.2, page 10-3

= 10.2.1 Mapping a Complete LD or LV

= 10.2.2 Map a Logical Drive or Volume Partition to a Host
LUN

= 10.2.3 Deleting a Host LUN Mapping
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10.1.Accessing the LUN Map Table

When you want to either create or delete a LUN mapping or an extended
LUN mapping, it is necessary to access the LUN Map Table. The LUN
Map Table lists the LDs, LVs and partitions that have previously been
mapped. To access the LUN Map Table, please follow these steps:

f’ Step 1. In the navigation panel under the Configuration category, click
on the Host LUN Mapping where you can find the configuration
options with the mapping operation. (See Figure 10-1).

B rRatDWatch

System  Language  Window  Help

B ES F16F-R2A2A Array (192.168.199.238)

Systemm ,m
-_:. Information kB INTOMMELon o
. Mairtenance b |Status I Host LUN Mapp'"g
: Configuration Create Logical Drive )=

_-'e-—
Existing Logical Drives el ID SCS D
g, Statistics :‘

Create Logical Yolurme
E'_&j Maintenance Existing Logical Yolumes 1

r 1
— [ Logical Drives

Physical Drie Host LM Mapping
ohfiguration Parameter s
L—E== TaskSched Filter(s)

I':'l—a Configuration J Logical ... I Partition | el
— [ create Logical Drive

—ET‘ Existing Logical Drives
- Create Logical volume

—EE'\ Existing Logical Volumes

Channel

Logical Drive(s) or \

‘ Ii' 1D: SBATRICC, Size: 1724

ID: 55DA14FE, Size: Z00ME

arameters |

Figure 10-1: Select the Host LUN Mapping Window

.,

f’ Step 2. The Host LUN Mapping window should appear on the right.
Right-click on the Host LUN(s) sub-window to display PID
(Primary controller ID)/SID (Secondary controller ID) command
menu as shown in Figure 10-2. Infortrend’s controllers or
subsystems always come with pre-configured IDs. If it is
necessary to add alternative IDs, please select the Channel
window from the navigation panel.
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Host LUN Mapping

it LLIM(s)
| Channel 10 | SCIID | LUM IC Logical Drivefolume Partition Size(MB) RAID Level Fitter
& Acld a Pl
£ 1 114 1 W
F 4 14 M Remave LUN Map v
Host Lun Filter(s) WAMN Name(s)
| Logical .. | Partition | Group | Host ID | Host D .. | Fitter Typel Access I | VAR Pame | Host ID

Logical Drive(s} or Volume(s}

W 0: 58AT81CC, Size: 1724508 B
Il 'D: 55041 4FE, Size: 200MB Partition(s) of LD: 5BA781CC

|PEI

Index: 0, Offzet OMB, Size: 17245MB

Figure 10-2: Selecting the Host Channel ID Number

f? Step 3. After selecting the ID, the LUN Map Setting window appears as
shown in Figure 10-3.

) Add new LUN to host x|
rLUN Map Setting

haring ID(z) €SI D(s) Uhgs)

rLogical Drive(s) J Volumel(s) for Primar

I 1> 58A781CC, (P), NRAID, Size: 17245 o
Il 1D: 55041 4FE, (F), RAID 5, Size: 200mp  Partition(s) of LD: 58A781CC

Map LUN Cancel Map Lun and Add Filter = |

Figure 10-3: LUN Map Setting Window

10.2.LUN Mapping

10.2.1. Mapping a Complete LD or LV

f Step 1. If you want to map a complete LD or LV, make sure that the LD
or LV has not been partitioned.

f? Step 2. Follow the steps listed in Section 10.1 above to access the Host
LUN Mapping window shown in Figure 10-3.

f? Step 3. Select the appropriate Channel, SCSI ID, and LUN numbers
from the separate pull-down lists above.

f? Step 4. Select a Logical Drive or Logical Volume and then select the
Partition color bar with a single mouse-click. The partition bar
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appears on the right-hand side of the screen. An LD or LV that
has not been partitioned should have only one partition.

f’ Step 5. Click on the Map LUN button to complete the process. (See
Figure 10-4)

|2, 484 new LUN to host i x|
rLUN Map Setting

hannel ID(=) 51 DGs) L=
= —‘ Fﬂz%W ’—Ln:\'ﬁﬁlw

ogical Drive(s) £ Volums(s) for Primar

W 10: 3F7-44216, Size: 600ME N
Il ID: 3EDEESAS, Size: 200ME Partitien(s) of LD: 3F744216

i I

Mlap LUN | Cance| | Map Lun and Add Fiter = |

Figure 10-4: LUN Map Setting Window: Single Partition

Y -3

f’ Step 6. If your RAID subsystem has a Fibre Channel host interface, you
may select the Map LUN and Add Filter button to continue with
another process. See Section Error! Reference source not found.
for more details.

10.2.2. Map a Logical Drive or Volume Partition to a
Host LUN

22 =
f, Step 1. First, partition the logical drive or logical volume.

s
Y’ Step 2. Follow the steps listed in Section 10.1 above to access the LUN
Map Setting window shown in Figure 10-3.

s

f’ Step 3. When the LUN Map window appears, select the appropriate
Channel, SCSI ID, and LUN numbers from the separate pull-
down lists above.

.

f’ Step 4. Select a Logical Drive or Logical Volume with a single mouse-
click. With a single mouse-click on the Partition color bar, select
one of the partitions that you wish to associate with the selected
channel ID/LUN number.

.

f’ Step 5. If your RAID subsystem has a Fibre Channel host interface, you
may select the Map LUN and Add Filter button to continue
with another process. See Section Error! Reference source not
found. for more details. See Figure 10-5 for the configuration
screen.
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)
LUN Map Setting
rCherne| D0s) -SSR E=— LIRS
E | 112 -a-| ]EE'
L agical Dikee(sd | Vokme{s) for Primany

IDx FT44216, Size: BOOMB
10: IEDABIAS, Size: 200WB Partition(sj of LD: 3EDBESAS

|PEF P2

)

Tl LR I Crncal | Map Lun and Addl Fiter = J

Figure 10-5: Select Add New LUN to Host

Y? Step 6. Click on the Map LUN button to complete the process.

10.2.3. Deleting a Host LUN Mapping

f? Step 1. Follow the steps listed in Section 10.1 above to access the LUN
Map Setting window shown in Figure 10-2.

f? Step 2. Left-click on a configured LUN and then right-click on the
adjacent area. A command menu displays as shown in Figure
10-6. Select Remove LUN Map to complete the process.

Host LUN Mapping
ozt LUINGS)
| chammetio | scap | wwp Logical Drivefvalume Partition Siza(ME) Ral
& il il Add LUN Map ko PID | A 2
Add LUN Map ta SID
Remowve LUN Map
Host Lun Filter(s) WANN Marne(s)
’V | Logical ... | Partition | Group | Host ID | HostID ... | Filter Typel Access | ’V | WA Narne

Figure 10-6: Delete LUN Command

f? Step 3. When prompted for a password or an answer, enter it and click
OK. The LUN mapping should no longer be listed in the LUN
Map table. After deleting the LUN mapping it no longer
appears in the host LUN(S).

Y? Step 4. To remove additional LUN mappings, repeat Step 2.
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Chapter 11

System Monitoring and Management

Array Information — Section 11.1, page 11-2

= 11.1.1 The Array Information Category
= 11.1.2 Date and Time
= 11.1.3 Enclosure View

= 11.1.4 Task Under Process

Logical Drive Information — Section 11.2, Page 11-5

= 11.2.1 Accessing Logical Drive Information
Logical Volume Information — Section 11.3, page 11-7
= 11.3.1 Accessing Logical Volume Information

Fibre Channel Status — Section 11.4, page 11-7
System Information — Section 11.5, page 11-8

Statistics — Section 11.6, page 11-10

Array Information
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11.1 Array Information

Unlike its predecessor, RAIDWatch presents access to all informational
services under one Array Status category. Users logged in using the
Information authorization will be allowed to access the information
windows while being excluded from other configuration options.

Support for device monitoring via SAF-TE, SES, and I12C data buses is
the same. However, RAIDWatch now uses a more object-oriented
approach by showing the enclosure graphics, which are identical to your
EonRAID or EonStor enclosures. RAIDWatch reads identification data
from connected arrays and presents a correct display as an enclosure
graphic. This process is automatically completed without user’s setup.

v NOTE:

RAIDWatch does not support the display of drive enclosures provided

by other vendors.

1111

The Array Information Category

Once properly set up and connected with a RAID array, a navigation
panel displays on the upper left of the screen. RAIDWatch defaults to the
Enclosure View window at startup.

To access each informational window, single-click a display icon on the
navigation panel. You may also access each window by selecting from
the Action menu on the menu bar at the top of the screen. See Figure

11-1 for access routes.

B raIDWatch

System  Language  Window  Help

B ES F16F-R2A2A Array (192.168.199.238)

System | Action

Information — k

Mairtenance b
Configuration ¥
S
—‘m Tasks Under
—E Logical Drive

—_T‘ Logical Walur

—um_ Statistics

— Fibre Channel Status

—'i'J‘ System Infarmation

--£{') Maintenance
}— [_ Logical Drives

Enclozsure “iew:

Tasks Uncer Process
Logical Drive Information
Logical “olume Information
Fibre Channel Status
Systetn Infortation

Statistics

re View

Information Summary

Device |

:‘ Caontroller

|CPU:PPC?'SD. Cache

Figure 11-1: Selecting Information Windows
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The Array Information category provides access to seven display
windows as listed below:

Icon Description

L‘ Icon for the Array Information category

E. | Opens the Enclosure View window

ﬁ Displays the Configuration Tasks currently being
processed by the subsystem

E Opens the Logical Drive information window

_T‘ Opens the Logical Volume information window

P Opens the Fibre Channel Status window

"g Opens the System View window

le_ Opens the Statistics window

Table 11-1: Array Information Icons

11.1.2 Date and Time

Once date and time has been configured on your subsystem, they are
displayed on the bottom right corner of the manager's screen.

ol

Description |

/ o
( contraller Time : 2004-10-05 18:06 F11:00)

Figure 11-2: Selecting Information Windows

Maintaining the system date and time is important, because it is used for
tracking a pending task, past events, configuring a maintenance task
schedule, etc. Date and time are generated by the real-time clock on the
RAID controller/subsystems.
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11.1.3

11.1.4

Enclosure View

The Enclosure View window displays both the front and the rear views
of connected enclosures. For the EonStor subsystems, RAIDWatch
displays drive trays in the front view, and system modules (power
supplies, cooling fans, etc.) in the rear view. For the EonRAID
controllers, RAIDWatch displays FC port modules and LEDs in the front
view; powers supplies, cooling fans, and controller modules display in
the rear view.

If multiple enclosures are cascaded and managed by a RAID subsystem,
RAIDWatch defaults to the display of RAID enclosures and the graphics
of the cascaded JBODs can be accessed by clicking the tab buttons.

RAIDWatch is capable of displaying any information provided by an
SES, SAF-TE or I°C data bus. Various kinds of information is typically
provided including the status of:

¢ Power supplies

¢ Fans

¢ Ambient temperature
¢  Voltage

. UPS

¢ Diskdrives

¢ System module LEDs

To read more information about enclosure devices, place your cursor
either over the front view or rear view graphic. An information text field
displays as shown below.

Enclosure View

RAID | JBEOD(ChI:0,ID:16) | JBOD(ChI:0,1D:32)

sl )
gl

Slat: 2, 1BM DTLA 3200
SizeiMB) 200, Status: Good, Spesc: 100 MB
LD: 3F744216

Jmmm |
BEU failed

w Fan 0 functioning normally
Far 1 functioning nortmally
Fan 2 functioning narmally
Fan 3 functioning norrally
Powver Supply 0 functioning narmally
Fovver Supply 1 functioning normally =

Figure 11-3: Displaying Enclosure Device Information

More information about each enclosure device can also be found in the
System Information window.

Task Under Process

Access the Task Under Process window by clicking on the display icon
in the RAIDWatch navigation panel.
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Task status

| Task Descriplion

Start Tima

40 Drivec 5 Mecia Scan,

Logicad Driver 3EDEESAS Add Disk.

450 Driva. 2 Medis Soah.

& Drivec 1 Meda Scan,

(2004-04-13 1356:02

|2004-04-13 15355: 5

|2004-04-13 1356:02

20040813 1 356:02

Figure 11-4: Tasks Currently Being Processed

This window shows the unfinished tasks currently being processed
by the subsystem. The Task Status display includes disk drive
maintenance tasks such as Media Scan or Regenerate Parity, and
array configuration processes such as logical drive initialization
and capacity expansion.

If you find that you have made the wrong configuration choice, you
may also left-click and then right-click on the task information to
display the Abort command.

A brief task description, start time, and a percentage indicator are
available with each processing task.

11.2 Logical Drive Information

Logical Drive Information helps you to identify the physical locations
and logical relationship among disk drive members. In a massive storage
application, a logical array may consist of disk drives installed in

different drive enclosures.

The Logical Drive information is designed for today’s complicated
configurations of RAID arrays. The information window helps to achieve

the following:

¢ Having a clear idea of the logical relationship can help avoid
removing the wrong drive in the event of drive failure. A logical
drive (RAID) configuration of disk drives cannot afford two failed

disk drives.

Logical Drive Information
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¢ A logical drive may include members that reside on different
enclosures or different drive channels. Doing so can help reduce the
chance of downtime if a hardware failure should occur.

¢ With operations such as manual rebuild or capacity expansion using
the “Copy and Replace” methodology, it is crucial to correctly
identify an original member and a replacement drive.

11.2.1 Accessing Logical Drive Information

-

Y) Step 1. To access the Logical Drive Information, single-click its display
icon on the GUI navigation panel or select the command from the
Action command menu. After opening the information window,
select the logical drive with a single mouse-click. A display
window as shown in Figure 11-5 should appear.

Logical Drive Status |

i RADLevel || Siee (MB) Stetus LD Name |
ZF744216 Mon Raid 600 oo L1
SEDBBESAS RAID3 200 oo Ld2
Front View |

RAID JEIOD(ChI:O,ID:15)| JBOD(ChI:O,ID:32)| Partition(s} of LD: SEDBESAS

PO |

Logical Drive Message

D | Date | Time: Descrigtion |
GFT44216 [2004-02-05 [ro2040 |Regenerate Parity Start |
SF744216 |2004-02-05 (10:23:33 !Regenerate Parity Finish \

Figure 11-5: Opening Logical Drive Information Display

.

f’ Step 2. As shown above, once a configured array is selected, its members
will be displayed as highlighted drive trays in the Front View
window. The array’s logical partition is displayed on the right.
Each logical configuration of drives is displayed in a different
color. If a selected array includes members on different
enclosures, click the JBOD tab button on top of the enclosure
graphic to locate its positions.

NOTE:

The Logical Drive Messages column only displays messages that are
related to a selected array.
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11.3 Logical Volume Information

A logical volume consists of one or many logical drives. Data written
onto the logical volume is striped across the members.

11.3.1 Accessing Logical Volume Information

f’ Step 1. To access the Logical Volume Information, single-click its
display icon on the navigation panel or select the command from
the Action command menu. After opening the information
window, select a logical volume by single mouse-click. The
window defaults to the first volume on the list. A display window
as shown in Figure 11-6 should appear.

Logical VYolume Status

é [ Size (ME)

Member Logical Drive{s)

[ o sFraa216, size: soove

'- Ex 3FT4421 4, Size: BOOME Partition(s) of L\: 3FES4C87

o (b [ e s (el

Related Information

1e} | Tirre J Descripfion
744216 2004-02-05 1121
[FT44216 2004-02-05 11:21:33

Figure 11-6: Opening Logical Volume Information Display

Y’ Step 2. As shown above, once a configured volume is selected, its
members will be displayed in the Members column. The
volume’s logical partition(s) are displayed on the right as a
segmented color bar. Each segment represents a partition of the
volume capacity.

The Related Information column only displays messages that are
related to the selected volume.

11.4 Fibre Channel Status

This window is automatically grayed out on subsystems featuring SCSI
or iSCSI host channels. The Fibre Channel Status window displays
information such as WWN port name and node name. This information is
necessary in storage applications managed by SAN management
software or failover drivers.
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f’ Step 1. To access the window, click on the Fibre Channel Status icon
on the GUI navigation panel or select the command from the
Action command menu.

The events in the window are listed according to the date and
time they occurred with the most recent event at the bottom. A
description of each event is provided.

T’ Step 2. A Refresh button allows you to renew the information in cases
when loop IDs are changed or an LIP has been issued.

Fibre Channel List

5 Chanael 0 (Host, Fibre, I 42, 47, Spead: T GHz)
Channel 1 (Host, Fibre, ID: 112,113, Speed: 1 GHz)

Channel Status

Topology Laop

Fibre Channel Speed 1 GHz

Link Status Link Lp

Port WWH 200000206481 2345
Node WWH 1000002064£12345
Loop ID 42,47,

Fibre Channel Address

Figure 11-7: Fibre Channel Status Window

11.5 System Information

This is a view-only window. This window contains information about the
operating status of major components including CPU, board temperature,
and enclosure modules like cooling fan and power supply units.

If the application includes multiple cascaded enclosures, you may also
refer to the Enclosure View window where a faulty unit is indicated by
the lit red LED. The color display of the LEDs shown on enclosure
graphics corresponds to the real situation on the enclosure modules.

11-8 System Information
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System Information

Device Mame Walue Status |
e CPU Type PPCTSD |~
| Total Cache Size 51 2ME(ECC SDRAM)
s Firmwvere Version 3344
~mmm{Boctrecord Yersion 131K
g Setial Murnber 3460402
1";: d Power Supply 1 Power supply functioning normally
E\ (.'_‘\) Povwver Supply 2 Pover supply functioning normslly
?;‘ m Fan1 B766.0 RPM Fan functioning normally
| A Fan 2 6437 .0 RFM Fan functioning norally
7;* 0 Fan 3 ©544.0 RPM Fan functioning normally
2| ) Fan 4 B766.0 RPM [Fan functioning norslly
| :T] CPU Temp Sensor 535C Temp. within sate range
e (70} Boart Temp Sensor s00C Temp. within safe range
i :T] Boardz Temp Sensor G40C Temp, within sate range
s () +33 Value 33364 oltage within acceptable range -
| (V| +5V Value s072 Y Voltage within acceptable range
|V 12V Value 12199 “oltage within acceptable range
;ﬁ Battery Backup Battery Battery charging CFF(battery fully charged)
ff-\ C\) Povwver Supply O Pover supply functioning normslly
== @ Power Supply 1 Povwer supply functioning narmally
|| % Fan 0 .0 RPM Fan functioning norally
| O Fan 1 0 RPM Fan functioning normally
] ) Fan2 .0 RPM IFan functioning normaly
a0 Fan 3 .0 RPM Fan functioning normally
e (1]}] Tempersture Sensor 0 7o Temp. within safe range
ﬁ Device St 1 Slt is ermpty
2l [ v it 2 Sirt iss Pty =l

Y? Step 1.

Y? Step 2.

Figure 11-8: System Information Window

To access the window, click on the System Information icon
on the GUI navigation panel or select the command from the
Action command menu.

Carefully check the display icons in front of the Device Name.
Devices are categorized by the data bus by which they are
connected. See the icon list below for more information:

Icon Description
- RAID controller status
5+ S 2 .
e tatus of 1<C bus devices

SAFTE Status of SAF-TE devices

= J
= Status of SES devices
1 Temperature sensors

Table 11-2: Device Icon

A Refresh button allows you to renew the information in cases when loop

IDs are

changed or when an LIP has been issued.

2
3’ NOTE:

Place your cursor on a specific item to display its device category.

System Information
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Component status is constantly refreshed, yet the refresh time depends on
the value set for device bus polling intervals, e.g., polling period set for
SAF-TE or SES devices.

The EonStor subsystem series supports auto-polling of cascaded
enclosures, meaning the status of a connected enclosure is automatically
added to the System Information window without the user’s intervention.

11.6 Statistics

RAIDWatch Manager includes a statistics monitoring feature to report
the overall performance of the disk array system. This feature provides a
continually updated real-time report on the current throughput of the
system, displaying the number of bytes being read and written per
second, and the percentage of data access being cached in memory.
These values are displayed by numeric value and as a graph.

Swstem  Action
[ A16F-01A2 Asray (192.168.4.172)
; Statistics
=) nfarmation
A Enclosure View | [ Cparalion Descripton J alus
P Tasks Under Process
4 o ek e
w Logical Dk Information I
.'.. Logical Valume Infarmation
— 4 Fibie Channgl Statiss
I7 Cache Dty (%) 580

8! system Infarmalion

S1-8 # Maintznance
L Looical Dives
G Prisical Drves
== Task Schedules
4._.‘d Configuration

Figure 11-9: Statistics Display Window

To access the Statistics window, click on the Statistics icon on the GUI
navigation panel or select the Statistics command from the Action menu.
Then choose either Cache Dirty (%) or Disk Read/Write Performance
(MB/s) by checking the respective select box.

¢ The Cache Dirty statistics window displays what percentage of
data is being accessed via cache memory.

¢  The Read/Write Performance window displays the amount of
data being read from or written to the disk array system, in MB per
second.

11-10
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Chapter 12

Enclosure Display

This chapter introduces the Enclosure View. The following topics are
discussed:

* About The Enclosure View — Section 12.1, page 12-2

12.1.1 Introduction

12.1.2 Component Information

* Accessing the Enclosure View — Section 12.2, page 12-3

12.2.1 Connecting to the RAID Agent

12.2.2 Opening the Enclosure View

* Enclosure View Messages — Section 12.3, page 12-4

12.3.1 Generating Message Tags

* LED Representations — Section 12.4, page 12-4
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12.1. About The Enclosure View

12.1.1 Introduction

The RAIDWatch Enclosure View is a specialized customization that shows
a visual representation of physical RAID controller/subsystem components
in the Enclosure View window of the RAIDWatch screen. The Enclosure
View allows you to quickly determine the operational status of critical
RAID device components.

The Enclosure View shows both the front and rear panel (e.g., the EonRAID
2510FS controller head series, see Figure 12-1). The Enclosure View of
each RAIDWatch session defaults to the display of the connected RAID
controller or RAID subsystem. Buttons on a tabbed panel provide access to
other cascaded enclosures (e.g., JBODs, the EonStor series, see Figure
12-2).

Enclosure View

RAID | JBOD(ChI:2,1D:8)

Figure 12-1: EonRAID 2510FS Enclosure View

RAID | JBOD(ChI0,ID-16)| JBOD(ChI0,1D:32) |

Figure 12-2: EonStor F16F Enclosure View

12.1.2 Component Information

Using the RAIDWatch Enclosure View, it is possible to obtain information
about the following RAID device components:

¢  RAID Controller — The RAID controller is the heart of any RAID
device and controls the flow of data to and from the storage
devices.

¢ 1/0 Channels — An 1/0 channel is the channel through which data
flows to and from the RAID controller.

¢  Battery Backup Unit (BBU) — The BBU provides power to the
memory cache when power outage occurs or the power supply
units fail.
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B
3’ NOTE:

The BBU is an optional item for some subsystem models.

¢ Power Supply Unit (PSU) — All RAID devices should come with at
least one PSU that provides power to the RAID device from the
main power source.

¢  Cooling Module — All RAID devices should come with at least one
cooling module. The cooling modules keep the RAID device
temperature down to prevent the RAID device from overheating.

12.2. Accessing the Enclosure View

12.2.1 Connecting to the RAID Agent

To open the Enclosure View, it is necessary to access the RAIDWatch
program. Connecting to the RAID Agent is fully described in Chapter 3 of
this manual. Please refer to this chapter for further instructions on how to
open the RAIDWatch program.

12.2.2 Opening the Enclosure View

Once RAIDWatch is successfully connected to a RAID device, the
Enclosure View of the device you are using will appear immediately. If it
doesn’t appear or if you have closed the Enclosure View window but wish
to access it again, you can select Enclosure View from the navigation panel
menu as shown in Figure 12-3.

B raiDwatch

Systern  Langusge  Window  Help

System W

I_ Ec Enclosure *iew
/ Maintenance b Tasks 5] re View
Configuration k
e JoEUsUTE viE

asks Lnder

gical Drive Information

gical Yolume Information

Fibre Channel Status

; ; System Information
e Logical Drive
Statistics

— T Logical valun

— 4 Fibre Channel Status

—"0 Systern Infarrmation

g, Statistics Information Summary
=) Maintenance m— |
F L Logical Drives =L Contralier lepupRCTS0, Cache

Figure 12-3: Accessing the Enclosure View
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12.3. Enclosure View Messages

The messages shown in the Enclosure View window provide easy access to
information about components on the RAID device that is being monitored.
When the cursor on the screen is moved over the front or rear panel
representation, a message tag reporting the status of major devices will
appear. These status messages are described below.

12.3.1 Generating Message Tags

Using the mouse to move the cursor onto the relevant RAID device
component generates component message tags. For example, if you wish to
determine the operational status of a RAID subsystem, move the cursor onto
the enclosure graphic and the corresponding message tag will appear.

The Enclosure View is closely related to System Information. More device-
dependent information is provided in the System Information window.

The message tag displays as a summary of module operating status. The
operating status of each module is shown either as operating normally or
failed.

Messages do not always appear instantaneously. After the cursor has
been moved onto the component, there is usually a delay of a second
before the message tag appears.

12.4. LED Representations

As described earlier (see Section 12.1), the Enclosure View is a direct
representation of the physical device. RAID devices generally have an array
of status-indicating LEDs. When a component fails (or some other event
occurs), the display color of related LEDs will change. The physical status
of the LEDs will be reflected by the LEDs shown in the Enclosure View.
That is, if an LED on the physical device changes its display color, then the
display color of the corresponding LED in the Enclosure View will also
change.

The definition for each LED has been completely described in the hardware
manual/installation guide that came with your RAID controller/subsystem.
Please refer to this manual to determine what the different LEDs represent.

12-4
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Chapter 13

NPC Utility Coupled with Mode Three
Installation

This chapter introduces the NPC utility. The following topics are discussed:

¢  The NPC Utility — Section 13.1, page 13-2

= 13.1.1 The NPC Utility

= 13.1.2 To Access the Utility

¢  Configuring the Utility Options — Section 13.2, page 13-3
= 13.21SSL
= 13.2.2 Email Notification

=  13.2.3 SNMP Traps

= 13.2.4 Broadcast
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13.1. The NPC Utility

13.1.1 Introduction

NPC is stands for “Notification Processing Center.” This utility is used to
send event messages when the main RAIDWatch modules are installed to a
RAID subsystem’s segregated disk capacity, the reserved space. NPC is
implemented to manage event notification functions since the Configuration
Client utility is not available with the Mode 3 installation scheme. With
Mode 3 installation, arrays are accessed directly through network
connections without installing the manager software and utilities onto a
server. The NPC utility is automatically distributed to a disk array's reserved
space when installing RAIDWatch using the Mode 3 scheme.

13.1.2 To Access the Utility

The NPC utility is easily accessed using a web browser over the network.
f’ Step 1. Open a web browser program.

f’ Step 2. Enter "http://<controller IP>/configure.htm” in the web
browser's URL field.

f’ Step 3. A safe content warning message might prompt. Click Yes to
proceed. (See Figure 13-1)

% Do you wantto trust the signed applet distributed by "Infortrend Inc"?

Fublisher authenticity verified by: “Infartrend Inc."

fﬁ The security cerificate was issued by a company that is not trusted
=" 3

gﬁg The security cedificate has not expired and is still valid.

Caution: "Infartrend Inc." asserts that this content is safe. You should only accept
this content if you trust "Infortrend Inc." to make that asserion.

More Cetails

| ¥es || Mo || Always |

Figure 13-1: Security Warning

f’ Step 4. The configuration utility starts as a Java Applet. (See Figure
13-2)
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& Contigure - o [ 1]
'SSL | Motificadion Process Center Setting |

Enable SSL: (vl

Apphy 0K

Figure 13-2: The NPC Initial Screen

13.2. Configuring the Utility Options

13.2.1 SSL

SSL stands for “Secure Sockets Layer Handshake Protocol.” As shown in
Figure 13-2 above, the initial screen defaults to the SSL option. Select the
check box if you want to enable SSL connection for the management
session with the array.

~
3’ NOTE:

The configuration will take effect after you restart the network
connection or reset the management station.

13.2.2 Email Notification

Follow the steps below to configure email notification:

22 =
f, Step 1. Click on the Noatification Process Center Setting tab. Open the
Base Setting page.
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& Configure _I_I- = _)S_]

[(SSL || Notification Process Center Setting |

Sender's Email: | |

Enabled: [l

Subject: |RAID Event

Apply | l oK |

Figure 13-3: Email Notification — Sender Side Settings

f? Step 2. Fill in or select the following configuration fields:

SMTP Server: The Internet mail server used to send event
notification.

Sender's email: Enter a valid mail address, the "From" part of
email notification functionality.

Enabled: Select this check box to enable email notification.

Subject: Allows you to append a subject matter to event
notification emails; e.g., “Events from RAID 3 array.”

f? Step 3. Click Apply or OK to proceed with configuration. Note that the
configuration will be saved to the reserved space on the array and
may cause a short delay.

f? Step 4. Click Mail Address List from the tabbed panel above.

Fill in or select the following configuration fields:
& Configure o et |
[85L | Motification Process Center Setling |
' Mail nddress List |

Retaiver | Sayarity ]
Receiver's Emaik
Seuerity e
Add Remme

e | [ ok |

Figure 13-4: Email Notification — Receiver Side Settings
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Receiver's email: Shows a list of all the email addresses that the
NPC will send a message to. Addresses added will be listed on
the right.

Severity: Select the severity level of events to be sent to the
receiver station.

22 =
f’ Step 5. Click Apply or OK to complete the configuration.

13.2.3 SNMP Traps

=0
f’ Step 1. Click on the Notification Process Center Setting tab and SNMP
Trap to display SNMP settings.

£ Configurs o Il A
[(SSL | Natification Process Center Setting |

[ EMAIL | sump Trap | Broadeast |

[ Base Setting || SNMP Trap List |

Enabled: [v]

Community: | public

Appty | ok |

Figure 13-5: SNMP Traps — Sender-side Settings

22 <
Y’ Step 2. Fill in or select the following configuration fields:
Enabled: Select this check box to enable the notification.

Community: This is just a string authentication and can be seen
as a plain text password.

22 3

Y’ Step 3. Click Apply or OK to proceed with configuration. Note that the
configuration will be saved to the reserved space on the array and
may cause a short delay.

22 =
f’ Step 4. Click SNMP Trap List from the tabbed panel above.
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ElE |
[(SSL | Motification Process Center Setling |
[EMAIL | SNMP Trap | Broadcast |
[ Base Setting | SNMP Trap List |
_Trap Receiwers | Severity

192.168.1.254 1

Hostl:  |192180125¢ |
Severity: |.1. it

Add Remime

o | [ ox |

Figure 13-6: SNMP Traps — Receiver Side Settings

Host IP: The port number of the agents listening for traps.

Severity: Select the severity level of events to be sent to the

receiver station.

Trap receivers will be added to the Trap Receivers list on the

right.
f? Step 5. Click Apply or OK to complete the configuration.

13.2.4 Broadcast Notification

f? Step 1. Click on the Notification Process Center Setting tab and

Broadcast to display Broadcast settings.

& Corfigure B i 3
['SSL | Motification Process Center Setting |

[(EMAIL [ SNMP Trap | Broadcast |

[ Base Setting |/ BraadCasting Lisi |

Enablod: [

[ | [ o |

Figure 13-7: Broadcast — Sender-side Settings

f? Step 2. Fill in or select the following configuration fields:

Enabled: Select this check box to enable the notification.
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T, Step 3. Click Apply or OK to proceed with configuration. Note that the
configuration will be saved to the reserved space on the array and
may cause a short delay.

=0
f’ Step 4. Click Broadcasting List from the tabbed panel above.
Host IP: The IP address a broadcast message will be sent to.

Severity: Select the severity level of events to be sent to the
receiver station.

Computers receiving broadcast messages will be added to the
Host Name list on the right.

=150

("SSL | Notification Process Center Setting |
[(EMAIL | SNMP Trap | EBroadcast |

[ BasaSetling | BroadCasting List

_ HostMame | Severty |
1921661 666 1
HostiP:  [192168 1686

Severity: |g

Add Ramime

Lo | [ o |

Figure 13-8: Broadcast — Receiver-side Settings

f’ Step 5. Click Apply or OK to complete the configuration.

@ IMPORTANT!

In a massive capacity configuration, it takes a while for the RAID
subsystem to write the NPC configuration profile to every disk member.
DO NOT reset or power down the subsystem before the configuration
can be safely distributed to the array.

Also make sure the subsystem’s Ethernet port and related TCP/IP
settings have been properly configured for the NPC functionality to take
effect.
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Appendices

The following Appendices are provided:

¢  Command Summary — Appendix A, page App-2,

= A.1 Menu Commands

= A2 Configuration Client Utility Commands

¢  Glossary - Appendix B -, page App-6

¢  RAID Levels - Appendix C, page App-11

C.1 RAID Description
C.2 Non-RAID Storage
C.3RAIDO
C4RAID1

C.5 RAID 1(0+1)

C.6 RAID 3

C.7RAID5

¢ Additional References - Appendix D, page App-16

D.1 Java Runtime Environment
D.2 RAIDWatch Update Downloads & Upgrading

D.3 Uninstalling RAIDWatch
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App-1



RAIDWatch User’s Manual

Appendix A. Command Summary

This appendix describes the commands available in RAIDWatch Manager.
These commands are presented either in each configuration window, as
command buttons on pull-down menus, or on pop-up menus triggered by a
mouse right-click.

A.1. Menu Commands

This section lists and explains the commands available from the menus in
the menu bar.

A.1.1 RAID Watch Program Commands

RAIDWatch System Menu Commands (Base-level
Window)

Command Description

Open Device Connects RAIDWatch Manager to a particular disk
array system for management.

Exit <X> Closes the RAIDWatch Manager application.

RAIDWatch Window Menu Commands (Base-level

Window)
Command Description
Next Window This command allows you to switch to the
display of the next array being connected.
Tile All This command arranges currently open

windows so that they are all visible and
occupy an equal part of the RAIDWatch
application window.

Cascade All This command arranges currently open
windows so that one is placed over the other
but every window is still visible.

Hide All This command functions like the minimize
caption button.
Close All This command closes all currently open

windows and ends all software connections.
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RAIDWatch Help Menu Commands (Base-level

Window)

Command Description

About <A> Displays information about the RAIDWatch
Manager program.

What’s this? Produces an interactive arrow mark. By
placing the arrow mark over and clicking on
a functional menu or push button, the related
help content page displays.

Help Topic Displays RAIDWatch Manager online help.

RAIDWatch System Menu Commands (Each
Connection Window)

Command Description
Refresh Refreshes the status display of the current connection
in cases when configuration changes are made
through a terminal connection to the same array.
Logout Closes the currently open window and ends the
software’s connection with the array

RAIDWatch Action Menu Commands (Each
Connection Window)

Command Description
Array Displays the second-level menu which provides
Information access to all information windows. Access to the

information windows can also be found on the
navigation panel.

Maintenance

Displays the second-level menu which provides
access to all maintenance tasks windows. Access to
the maintenance task windows can also be found on
the navigation panel.

Configuration

Displays the second-level menu which provides
access to all configuration windows. Access to the
configuration windows can also be found on the
navigation panel.

Command Summary
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A.2.

Configuration Client Utility Commands

File Menu Commands

Command Description
Add Host Creates a new entry by entering Root Agent server
IP.
Exit Closes the Configuration Client application.

Tool Bar Comm

ands

Command

Description

Open Bookmark
File

Opens a previously saved connection view profile.
This profile contains information about the Root
Agent server and the RAID arrays being managed
by a Root Agent.

Save Bookmark

Saves the current connection view profile onto your

File system drive. The default file name is
“default.npc.”
Connect Connects to a Root Agent servers, usually the one
RootAgent Server | that you choose as a management and install the
Configuration Client utility. However, you may
connect to multiple Root Agent server from a single
workstation.
Disconnect Disconnects from a currently connected Root Agent
RootAgent server.
Help Cursor Helps linking and displaying the associative help
topics with a screen element.
Help Displays RAIDWatch Manager online help. Details

about the Configuration Client utility are also

included.

Help Menu Commands

Command

Description

About

Displays information about the Configuration
Client program.

App-4

Command Summary




Appendices

Root Agent Right-click Menu Commands

Command Description

Add Host Connects to a Root Agent servers, usually the
one that you choose as a management and install
the Configuration Client utility. However, you
may connect to multiple Root Agent server from
a single workstation.

Delete Host Deletes a Root Agent entry from the connection
view

Disconnect Disconnects from a currently connected Root

Agent server.

Generate Dummy
Events

Creates dummy events for testing the
notification functions.

Refresh

Refreshes the connection view status.

Updates

the connection information about Root Agent(s)

and the RAID arrays being managed.

Command Summary
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Appendix B.

Fibre

Fiber

HBA

Host

Glossary

(Also known as “Fibre Channel”) A device protocol (in the case of
RAID, a data storage device) capable of high data transfer rates.
Fibre Channel simplifies data bus sharing and supports greater
speed and more devices on the same bus. Fibre Channel can be
used over both copper wire and optical cables.

An optical network data transmission type of cable, which is
unrelated to the Fibre Channel described above.

Host-Bus Adapter — an HBA is a device that permits a PC bus to
pass data to and receive data from a storage bus (such as SCSI or
Fibre Channel).

A computer, typically a server, which uses a RAID system (internal
or external) for data storage.

Host LUN

I°C

(See Host and LUN). “Host LUN” is another term for a LUN.

Inter-Integrated Circuit — a type of bus designed by Philips
Semiconductors, which is used to connect integrated circuits. 1°C
is a multi-master bus, which means that multiple chips can be
connected to the same bus and each one can act as a master by
initiating a data transfer.

In-Band SCSI

iSCSI

(Also known as “in-band” or “In-band”.) A means whereby RAID
management software can use SCSI cabling and protocols to
manage a controller. (Note: in-band SCSI is typically used in place
of RS-232 for controller management.)

In-band is also implemented with a Fibre Channel host connection.

iSCSI is Internet SCSI (Small Computer System Interface), an
Internet Protocol (IP)-based storage networking standard for
linking data storage facilities, developed by the Internet
Engineering Task Force (IETF).

App-6
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ISEMS

Infortrend Simple Enclosure Management System — an 1°C-based
enclosure monitoring standard developed by Infortrend
Technologies, Inc.

JBOD

Just a Bunch of Disk — non-RAID use of multiple hard disks for
data storage.

JRE

Java Runtime Environment — the Solaris Java program used to run
JAR applications locally, over a network, or the Internet.

Logical Drive

Typically, a group of hard disks logically combined to form a
single large storage unit. More broadly, the assignment of an ID to
a drive or drives used in storage management. Often abbreviated
“LD.”

Logical Volume

A group of logical drives logically combined to form a single large
storage unit. Often abbreviated “LV.”

LUN
Logical Unit Number — A 3-bit identifier used on a bus to
distinguish between up to eight devices (logical units) with the
same ID.
Mapping
The assignment of a protocol or logical ID to a device for the
purposes of data storage, data transfer, or device management.
Mirroring

A form of RAID where two or more identical copies of data are
kept on separate disks. Used in RAID 1.

Configuration Client

An independently run software application included with
RAIDWatch, which permits centralized management using the
Root Agent as the bridging element and event notification via
various methods including e-mail and fax.

Glossary
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NRAID

Parity

RAID

Non-RAID. The capacities of all the drives are combined to
become one logical drive (no block striping). In other words, the
capacity of the logical drive is the total capacity of the physical
drives. NRAID does not provide data redundancy.

Parity checking is used to detect errors in binary-coded data. The
fact that all numbers have parity is commonly used in data
communications to ensure the validity of data. This is called parity
checking.

Redundant Arrays of Independent Disks (Originally “Redundant
Arrays of Inexpensive Disks”). The use of two or more disk drives
instead of one disk, which provides better disk performance, error
recovery, and fault tolerance, and includes interleaved storage
techniques and mirroring of important data. See Appendix C.

RAID Agent

The RAIDWatch module which manages and monitors a RAID
controller and receives RAIDWatch Manager commands via the
RAID Agent.

RAID Agent comes embedded with RAID array firmware. RAID
Agent can also be manually installed onto a server which is
directly-attached with a RAID array and communicates with it
using the in-band protocols. See description of in-band.

RAIDWatch Manager

SAF-TE

SAN

The RAIDWatch management software interface. It’s part of the
RAIDWatch software.

SCSI Accessed Fault-Tolerant Enclosures — an evolving enclosure
monitoring device type used as a simple real-time check on the
go/no-go status of enclosure UPS, fans, and other items.

Storage Area Network — is a high-speed subnetwork of shared
storage devices. A storage device is a machine that contains
nothing but a disk or disks for storing data. A SAN's architecture
works in a way that makes all storage devices available to all
servers on a LAN or WAN. Because stored data does not reside
directly on the network’s servers, server power is utilized for
applications rather than for data passing.

App-8
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SASL

SASL is the Simple Authentication and Security Layer, a
mechanism for identifying and authenticating a user login to a
server and for providing negotiating protection with protocol
interactions.

SCSI

Small Computer Systems Interface (pronounced “scuzzy”) — a
high-speed interface for mass storage that can connect computer
devices such as hard drives, CD-ROM drives, floppy drives, and
tape drives. SCSI can connect up to sixteen devices.

S.ES.

SCSI Enclosure Services is a protocol used to manage and sense
the state of the power supplies, cooling devices, temperature
sensors, individual drives, and other non-SCSI elements installed in
a Fibre Channel JBOD enclosure.

SMAR.T.

Self-Monitoring, Analysis and Reporting Technology — an open
standard for developing disk drives and software systems that
automatically monitor a disk drive’s health and report potential
problems. Ideally, this should allow users to take proactive actions
to prevent impending disk crashes.

SMS

The Short Message Service (SMS) is the ability to send and receive
text messages to and from mobile telephones. SMS was created and
incorporated into the Global System for Mobiles (GSM) digital
standard.

Spare

Spares are defined as dedicated (Local) or Global. A drive
designation used in RAID systems for drives that are not used but
are instead “hot-ready” and used to automatically replace a failed
drive. RAIDs generally support two types of spare, Local and
Global. Local Spares only replace drives that fail in the same
logical drive. Global Spares replace any drive in the RAID that
fails.

Stripe
A contiguous region of disk space. Stripes may be as small as one
sector or may be composed of many contiguous sectors.

Striping

Also called RAID 0. A method of distributing data evenly across
all drives in an array by concatenating interleaved stripes from each
drive.
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Stripe Size

(A.k.a. “chunk size.”) The smallest block of data read from or
written to a physical drive. Modern hardware implementations let
users tune this block to the typical access patterns of the most
common system applications.

Stripe Width

The number of physical drives used for a stripe. As a rule, the
wider the stripe, the better the performance.

Write-back Cache

Many modern disk controllers have several megabytes of cache on
board. Onboard cache gives the controller greater freedom in
scheduling reads and writes to disks attached to the controller. In
write-back mode, the controller reports a write operation as
complete as soon as the data is in the cache. This sequence
improves write performance at the expense of reliability. Power
failures or system crashes can result in lost data in the cache,
possibly corrupting the file system.

Write-through Cache

The opposite of write-back. When running in a write-through
mode, the controller will not report a write as complete until it is
written to the disk drives. This sequence reduces read/write
performance by forcing the controller to suspend an operation
while it satisfies the write request.

App-10
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Appendix C. RAID Levels

C.1.

C.2.

This appendix provides a functional description of Redundant Array of
Independent Disks (RAID). This includes information about RAID and
available RAID levels.

RAID Description

Redundant Array of Independent Disks (RAID) is a storage technology used
to improve the processing capability of storage systems. This technology is
designed to provide reliability in disk array systems and to take advantage of
the performance gains multiple disks can offer.

RAID comes with a redundancy feature that ensures fault-tolerant,
uninterrupted disk storage operations. In the event of a disk failure, disk
access will still continue normally with the failure transparent to the host
system.

RAID has several different levels and can be configured into multi-levels,
such as RAID 10, 30, and 50. RAID levels 1, 3 and 5 are the most
commonly used levels, while RAID levels 2 and 4 are rarely implemented.
The following sections described in detail each of the commonly used RAID
levels.

RAID offers the advantages of Awvailability, Capacity, and Performance.
Choosing the right RAID level and drive failure management can increase
data Awvailability, subsequently increasing system Performance and storage
Capacity. Infortrend external RAID controllers provide complete RAID
functionality and enhance drive failure management.

Non-RAID Storage

One common option for expanding disk storage capacity is simply to install
multiple disk drives into the system and then combine them end-to-end.
This method is called disk spanning.

In disk spanning, the total disk capacity is equivalent to the sum of the
capacities of all SCSI drives in the combination. This combination appears
to the system as a single logical drive. For example, combining four 1GB
drives in this way would create a single logical drive with a total disk
capacity of 4GB.

Disk spanning is considered non-RAID due to the fact that it provides
neither redundancy nor improved performance. Disk spanning is
inexpensive, flexible, and easy to implement; however, it does not improve
the performance of the drives and any single disk failure will result in total
data loss.

RAID Levels
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C.3.

C.4.

2 GB Hard drive

!

3 GB Hard drive

|

1 GB Hard drive

(:) 2 GB Hard drive

Logical 2+3+1+2=8GB Logical Drive
Drive

Figure C-1: Non-RAID Storage

RAID O

RAID 0 implements block striping where data is broken into logical blocks
and striped across several drives. Although called RAID 0, this is not a true
implementation of RAID because there is no facility for redundancy. In the
event of a disk failure, data is lost.

In block striping, the total disk capacity is equivalent to the sum of the
capacities of all drives in the array. This combination of drives appears to
the system as a single logical drive.

RAID 0 provides the highest performance without redundancy. It is fast
because data can be simultaneously transferred to/from multiple disks.
Furthermore, read/writes to different drives can be processed concurrently.

Logical Drive
T Physical Disks

M

~_Block1 m
_Block2 | NS Ty
\__Block4

-_Blocks

Block 6
~_Block7
Block 8

Figure C-2: RAIDO Storage

RAID 1

RAID 1 implements disk mirroring where a copy of the same data is
recorded onto two sets of striped drives. By keeping two copies of data on
separate disks or arrays, data is protected against a disk failure. If a disk on
either side fails at any time, the good disks can provide all of the data
needed, thus preventing downtime.

In disk mirroring, the total disk capacity is equivalent to half the sum of the
capacities of all drives in the combination. For example, combining four
1GB drives would create a single logical drive with a total disk capacity of

App-12
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C.5.

2GB. This combination of drives appears to the system as a single logical
drive.

RAID 1 is simple and easy to implement; however, it is more expensive as it
doubles the investment required for a non-redundant disk array
implementation.

Logical Drive

T Physical Disks
M

N Block1
- Block2
- Block3
- Block4
- Block5
~ Block6
~Block7
- Block8

Figure C-3: RAID1 Storage

In addition to the data protection RAID 1 provides, this RAID level also
improves performance. In cases where multiple concurrent 1/Os are
occurring, these 1/0Os can be distributed between two disk copies, thus
reducing total effective data access time.

RAID 1(0+1)

RAID 1(0+1) combines RAID 0 and RAID 1 — mirroring and disk striping.
RAID (0+1) allows multiple drive failure because of the full redundancy of
the hard disk drives. If more than two hard disk drives are chosen for RAID
1, RAID (0+1) will be performed automatically.

@ IMPORTANT!

RAID (0+1) will not appear in the list of RAID levels supported by the
controller. If you wish to perform RAID 1, the controller will determine
whether to perform RAID 1 or RAID (0+1). This will depend on the
drive number that has been selected for the logical drive.

RAID Levels

App-13



RAIDWatch User’s Manual
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Figure C-4: RAID 1(0+1) Storage

C.6. RAID 3

RAID 3 implements block striping with dedicated parity. This RAID level
breaks data into logical blocks, the size of a disk block, and then stripes
these blocks across several drives. One drive is dedicated to parity. In the
event a disk fails, the original data can be reconstructed from the parity

information.

In RAID 3, the total disk capacity is equivalent to the sum of the capacities
of all drives in the combination, excluding the parity drive. For example,
combining four 1GB drives would create a single logical drive with a total
disk capacity of 3GB. This combination appears to the system as a single

logical drive.

RAID 3 provides increased data transfer rates when data is being accessed

in large chunks or sequen

tially.

However, in write operations that do not span multiple drives, performance
is reduced since the information stored in the parity drive needs to be
recalculated and rewritten every time new data is written to any of the data

disks.
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Physical Disks

e
:Iock 4

Figure C-5: RAID 3 Storage

App-14

RAID Levels



Appendices

C.7.

C.8.

RAID 5

RAID 5 implements multiple-block striping with distributed parity. This
RAID level offers the same redundancy available in RAID 3, though the
parity information is distributed across all disks in the array. Data and
relative parity are never stored on the same disk. In the event a disk fails,
original data can be reconstructed using the available parity information.

For small 1/Os, as few as one disk may be activated for improved access
speed.

RAID 5 offers both increased data transfer rates when data is being accessed
in large chunks or sequentially and reduced total effective data access time
for multiple concurrent 1/Os that do not span multiple drives.

Logical Drive Physical Disks

Striping + non-dedicated Parity

Parity (1,2)
Block 4
Block 5

Block 4

Block 5
|'k |

Figure C-6: RAID 5 Storage

RAID 10, 30, and 50

Infortrend implements RAID 10, 30, and 50 in the form of logical volumes.
Each logical volume consists of one or more logical drives. Each member
logical drive can be composed of a different RAID level. Members of a
logical volume are striped together (RAID 0); therefore, if all members are
RAID 3 logical drives, the logical volume can be called a RAID 30 storage
configuration.

Using logical volumes to contain multiple logical drives can help manage
arrays of large capacity. It is, however, difficult to define the RAID level of
a logical volume when it includes members composed of different RAID
levels.

RAID Levels
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Appendix D.  Additional References

D.1.

D.2.

D.3.

This appendix provides direction to additional references that may be useful
in creating and operating a RAID, and in using RAIDWatch and
RAIDWatch Manager.

Java Runtime Environment

JRE (Java Runtime Environment) is a shareware product from Sun/Solaris.
Two websites that may be of use relative to JRE are:

The main Java website URL: java.sun.com
The JRE download website URL:

www.sun.com/software/solaris/jre/download.html

RAIDWatch Update Downloads & Upgrading

Infortrend will provide RAIDWatch Agent and RAIDWatch Manager
updates periodically both via our ftp server and as new CD releases. Our ftp
site can be accessed via our website at:

ftp.infortrend.com.tw

Uninstalling RAIDWatch

RAIDWatch agents and RAIDWatch Manager can be uninstalled. Choose
the Uninstall icon in the RAIDWatch group.

App-16
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Controller Name, 7-5

Controller Parameters, 7-4

Controller, 7-4
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local management, 5-4
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Logical Drives window, 5-19, 6-3, 9-
4
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Logical Volume Parameters, 9-20
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LV assignment, 9-17 multiple management sessions, 1-2
LV parameters, 9-17 Multiple ranges, 10-7
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LV partitions, 9-21 mute beeper, 7-6
LV write policy, 9-18
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mail subject, 3-16 Navigation Tree Icons, 4-1
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Maintenance, 5-18 network interface, 7-3
Managed Arrays, 3-11 Next Window, 5-24
Management Center, 1-8, 3-7 no drop-frame, 7-15
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10-8 3-3
map LV partition, 10-1, 4 Notification Methods, 3-9, 3-13
MAPI, 2-2 NPC Utility, 13-1, 13-2
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maximum free capacity, 9-9 23
Maximum Queued /O Count, 7-14 Open Bookmark File, 3-7
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member drives, 1-5 operational status, 12-4
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Mode Three Installation, 13-1
Mode Three, 1-6
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RAIDWatch CD, 2-5
RAIDWatch GUI, 3-2
RCCOM, 8-3

read/write statistics, 11-10
real-time event notices, 1-3
real-time reporting, 1-2
Rebuild Priority, 7-14
rebuilding logical drives, 1-3
Receiver Data, 3-12
receiver entry, 3-14, 3-17
Receiver's Email, 13-5
redundancy, 5-3

redundant configuration, 1-3
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